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Abstract

With the rapid increase in Arabic content on the web, the need to obtain short and accurate answers
to Arabic queries has increased as well. Machine question answering is an important emerging area
that has shown promise in the field of natural language processing (NLP). Deep learning performance
has surpassed that of humans in some areas, such as NLP and text analysis, especially with large
datasets. The purpose of this research is to explore the area of question answering by building an
Arabic Question Answering System utilizing deep learning techniques. This is achieved by
investigating the problems, challenges, requirements, and techniques around this area. In addition,
systematically reviewing the existing literature on ranking question-answer pairs and question
similarity with deep learning. In this thesis, we propose, curate, and use a dataset with a 44,404 entry
of “Tawasul,” an Arabic customer service question similarity dataset. Our Arabic question similarity
system consists of five Arabic semantic question similarity models that utilize deep-learning
techniques. We employed transfer learning to extract the contextualized bidirectional encoder
representations from Transformers (BERT) embedded with bidirectional long short-term memory
(BILSTM) in three different ways. Specifically, we propose three different state-of-the-art
architectures: a BERT contextual representation with BILSTM (BERT-BiLSTM), a hybrid transfer
BERT contextual representation with BILSTM (HT-BERT-BiLSTM), and a triple hybrid transfer
BERT contextual representation with BiLSTM (THT-BERT-BiLSTM). The hybrid transfer
combines two transfer learning techniques. However, the triple hybrid transfer combines three
transfer learning techniques. In addition, we finetuned two versions of AraBERT and proposed an
approach to handle sentences longer than 512 tokens. The results show that the HT-BERT-BiLSTM
with the feature of Layer 12 reaches an accuracy of 94.45%, while the finetuning of AraBERTv2 and
AraBERTV0.2 achieve 93.10% and 93.90 %, respectively, with the Tawasul dataset. Our proposed
model surpassed the performance of the state-of-the-art BILSTM with SkipGram, with a gain of
43.19% in accuracy with the Tawasul dataset. For the SemEval dataset, HT-BERT-BiLSTM with
Layer 0 surpasses the models in the literature by up to 39% and 19% in MAP score with development
and test 2017 datasets, respectively. Besides, the THT-BERT-BiLSTM with Layer 12 surpasses the
models in the literature by almost 3% in accuracy with test 2017. Our proposed models show that
they perform competitively with state-of-the-art deep learning models.
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CHAPTER ONE: INTRODUCTION



1.1 Introduction

By increasing the amount of data posted on the web, the users still use a traditional
search engine to retrieve the required information as a ranked list of documents. Taking
advantage of this available enormous (but unordered) dataset continues to be a
challenge. The traditional engine based on information retrieval (IR) doesn't retrieve
short answers for a query. The need for a question answering system that retrieves short
answers increased. Also, many natural language processing (NLP) problems can be
formulated as question answering problems, such as text summarization and sentiment
analysis (Zaman and Mishu, 2017). For example, “what is the sentiment of this
sentence?” It can be answered by providing the polarity. “What is the summary of this
paragraph?” can be answered by delivering a suitable summary.

In artificial intelligence and natural language processing, the question answering (QA)
system remains one of the significant problems and most-researched areas (Liu and
Feng, 2018; Sharma and Gupta, 2018). Manning (Manning and Schiitze, 1999) defined
question-answering systems as those “which try to answer a user query that is
formulated in the form of a question by returning an appropriate noun phrase such as a
location, a person, or a date.”

A question-answering system automatically provides responses to queries from humans
written in natural language (Shaheen and Ezzeldin, 2014). An automated question-
answering system is one of the oldest natural language processing tasks, as they were
initially pursued in the 1960s (Jurafsky and Martin, 2020). Among the earliest question-
answer system are BASEBALL (Green et al., 1961), ELIZA (Weizenbaum, 1966), and
LUNAR (Woods et al., 1972). BASEBALL was implemented in 1961; it answered
questions about baseball game statistics. ELIZA was created at MIT by (Weizenbaum,
1966), where it was the first chatterbot and the first system that passed the Turing test.
In addition, LUNAR was proposed in 1972 and answered chemical questions on lunar
geology. In 1999, interest in the natural language question-answering field increased
greatly, and a major text retrieval conference (TREC-8) introduced a question-
answering track (Hirschman and Gaizauskas, 2001).

Over the past decades, several studies handled question similarity tasks, including FAQ
(frequently asked questions) Finder (Burke et al., 1997), Auto-FAQ (Whitehead, 1995),
FALLQ (Lenz et al., 1998), PageRank (Page et al., 1999), and statistical techniques
(Berger et al., 2000). Auto-FAQ (Whitehead, 1995) matches a user query to FAQ using
keyword comparisons. FAQ Finder (Burke et al., 1997) matches user quey and FAQ
by calculating the combination of semantic similarity and statical similarity. FALLQ
(Lenz et al., 1998) uses case-based knowledge to find FAQ documents that match the
user query. Given the user query, PageRank (Page et al., 1999) uses relevance, as
determined by linking among valued websites, to determine the most likely matches.
A statistical techniques system (Berger et al., 2000) is based on lexicon correlation of
answer-finding.

For the Arabic language, the Arabic question answering system (AQAS) is one of the
earliest knowledge-based question answering systems; it was proposed by (Mohammed
et al., 1993). AQAS searches for an answer within structured Arabic data. In addition,
a question-answering system to support the Arabic language (QARAB) was proposed
by (Hammo et al., 2002) and was used to search for an answer within unstructured data
collected from Arabic newspapers.



Question answer systems are employed in a wide range of real-world applications,
including the medical field (Lee et al., 2006), scientific facts (Woods et al., 1972), a
virtual personal assistant (Hauswald et al., 2015), virtual museum guides (Misu et al.,
2012), a client support conversational agent (Kongthon et al., 2009), the cultural
heritage domain (Damiano et al., 2016), baseball statistics (Green et al., 1961), a
customer care chat system (Minaee and Liu, 2017), search engine enhancement, and
many more.

There are many types of questions that can be handled as a question answering task,
including but not limited to factoid questions, definition questions, why and how
questions, conversational questions, and informational questions. Firstly, factoid
questions are named entity (NE) questions that can be answered and expressed using
simple facts such as location, organization, date, or personal (Jurafsky and Martin,
2020). A question such as where is the Eiffel tower located? Who founded Google?
And so on. According to (Jurafsky and Martin, 2020), many question-answering
research focuses on factoid questions. Secondly, definition questions ask about the
meaning of a word or a definition of the concept. Thirdly, the why and how questions
are one of the most challenging questions, and the research is little on this type of
question (Shaheen and Ezzeldin, 2014). Fourthly, the conversational question is asked
to get an opinion or self-expression, and it is mostly used in chatbots such as, how are
you? Do you like winter or summer? (Guy et al., 2018). Lastly, the informational
question aim to ask about fact or advice, like Anyone knows how to get a stain off white
clothes? (Guy et al., 2018).

There are several question-answering approaches to handle the previously mentioned
question types, including community question answering (cQA), information retrieval-
based question answering (IRQA), knowledge-based question answering (KBQA), and
machine comprehension (MC). The cQA refers to the ability of an individual to pose
queries about various topics and receive responses from a group of users in an online
forum. Various cQA systems handle this via different types of tasks, such as semantic
question similarity matching (also known as question relevance, duplicate question
detection, Recognizing Question Entailment (RQE)), answer selection (also known as
a question—comment similarity), and ranking question-answer pairs (Nakov et al.,
2016). The IRQA approach retrieves the information from the web or a given collection
of documents. IRQA system firstly finds the relevant passage or document to the given
question and then uses a read comprehension algorithm to read it and extract an answer
from spans of text (Jurafsky and Martin, 2020). Since 1960, information retrieval (IR)
and knowledge-base (KB) methods have been used to build question-answer systems
(Jurafsky and Martin, 2020). The MC question answering measures the system
understanding of the comprehension paragraph by asking a question that can be
answered only by understanding this paragraph (Shaheen and Ezzeldin, 2014).
According to (Rajpurkar et al., 2016), one of the hardest challenges for machines is
reading comprehension (RC), which is the ability to read a text and then answer
questions about it, as it requires knowledge about the world and understanding of the
natural language (Shaheen and Ezzeldin, 2014).

Deep learning has shown major breakthroughs and obtained state-of-the-art
performance for several NLP tasks without requiring hand-crafted features, such as
question similarity, machine comprehension, ranking question-answer pairs, and
answer selection. Among the early studies that have utilized deep learning to handle
question answering is (Bogdanova et al., 2015), which used a convolutional neural
network (CNN) to detect semantically equivalent questions. Also, (Kapashi and Shah,



2014) used a long short-term memory network (LSTM) and memory network for
machine comprehension. Recently, Bidirectional Encoder Representations from
Transformers (BERT) proposed to handle eleven tasks, including a question similarity
task (Devlin et al., 2019). BERT is a language model that represents the contextualized
embedding based on the context of the sentence; it achieved state-of-the-art results for
many NLP tasks.

The digital footprint of the human dialogues in these forums provides a great source of
data for teaching question-answer models. In particular, cQA forums, such as
Stackoverflow and Quora, have an abundance of question-and-answer pairs. The rapid
increase of question-answer pairs numbers in such platforms results in the urgent need
to automatically find historic relevant questions to newly asked questions to reuse their
existing answer, that is, determining question similarity to help in the response to new
questions. Also, find historic relevant question-answer pairs among the existing pairs,
ranking question-answer pairs. The cQA handles the question answering via different
approaches, such as question similarity matching, answer selection, and ranking
question-answer pairs. These tasks require the neural network for text understanding
and more semantic analysis since it predicts the semantic relation between two input
texts. Besides, it consists of an open domain and non-factoid question-answer pairs,
leading to an extreme variance in the quality of the question-answer pairs (Nakov et al.,
2015).

Moreover, it contains a long sentence that may vary from dozen words to hundreds of
words (Mohtarami et al., 2016). Lie and Feng claim that the most popular methods in
deep learning are KBQA and MC, both requiring text understanding and a more
semantic analysis (Liu and Feng, 2018). In KBQA neural network either understands
the question meaning and translates it to a structured query or directly translates the
question into distributional semantic representation and compares it with the candidate
answers in the knowledge base. In MC, the concern is about building an end-to-end
approach based on a novel neural network to compute a semantic match between the
question, answer, and a given document (Liu and Feng, 2018). Unlike MC, where the
answer is extracted from a given single document, in the traditional QA approach, the
answer is extracted from a different source such as a web search result, cQA, and
knowledge base (Liu and Feng, 2018).

This thesis is interested in handling two question answering tasks, which are: the
ranking question-answer pairs task and the question similarity task. In particular, the
SemEval dataset is concerned with ranking question-answer pairs task. On the other
hand, the question similarity task is the most suitable task for the data type in the
proposed Tawasul dataset. Besides, there is a shortage of Arabic question similarity
studies and datasets in the research community. To the best of our knowledge, from the
literature in Chapter Three, there is only one Arabic dataset concerned with question
similarity tasks, NSURL-2019 Shared Task 8 (Seelawi et al., 2019) (the name is derived
from under-resourced languages), which contains 11,997 training pairs and 3,715
testing pairs, answering RQI1. The authors (Fadel et al., 2019) proposed an
augmentation process to enlarge the NSURL-2019 Shared Task 8 training set (Seelawi
et al., 2019), resulting in 45,514 pairs. The augmentation process contains four rules.
The symmetric rule suggests that if question A similar/not similar to question B, then
question B is similar/not similar to question A. So basically, this rule just repeats the
example. They reported that the symmetric rule doubles the number of examples to
34,974. Besides, the reflexive rule suggests that each question A is similar to itself. So,
they put the same question that contains the same syntax as similar pair. They report



that the reflexive rule results in 10,540 extra positive pairs. However, the reflexive rule
result pairs that syntax similar, which may ruin the model learning of the semantic
similarity task. The augmented training dataset file is not shared, but they share the
augmentation process code.

1.2 Motivation

Arabic is spoken by more than 400 million people worldwide. (“List of countries where
Arabic is an official language,” 2021). Unlike the English language, the research on
Arabic question answering is still in its infancy. Complex word structure and multiple
dialects stand as an NLP challenge. Recently, with the remarkable progress of deep
learning on many NLP tasks, such as opinion mining, machine translation, visual
question answering, and many others, the time seems suitable to explore this
technique's performance on the Arabic question answering system. To the best of our
knowledge, until now, only a few studies have built question answering systems using
deep learning; those are (Ahmed and Anto, 2017) and (Mozannar et al., 2019). More
especially, (Ahmed and Anto, 2017) built a knowledge-based Arabic question
answering system, and it scored 53% in accuracy where the size of the dataset is not
reported. In addition, (Mozannar et al., 2019) handled Arabic reading comprehension
tasks using pre-trained BERT (Devlin et al., 2019) and achieved a 61.30 F1 score. In
that realm, eight other studies addressed deep learning with two Arabic question
answering tasks, the question similarity task (H. Al-Bataineh et al., 2019), (Hamza et
al., 2020), (Othman et al., 2019), (Othman et al., 2020) and the ranking question-answer
pairs task (Romeo et al., 2019), (O. Einea and A. Elnagar, 2019), (Adlouni et al., 2019),
(Almiman et al., 2020). More specifically, the study of (H. Al-Bataineh et al., 2019)
investigates several word embeddings, including ELMO and sentence representations
based on LSTM. The Elmo + TrainableLSTM git an F1 score of 93.00 with NSURL-
2019 dataset. Additionally, (Hamza et al., 2020) developed a Bidirectional Attention
BiLSTM with Elmo text representation. The proposed model has an accuracy of 93.05
with augmented NSURL-2019. Moreover, (Othman et al., 2019) experiments approach
is based on Siamese LSTM along with Manhattan distance, referred to as LSTMQR.
The LSTMQR obtains a MAP of 45.13 with the translated Arabic datasets.
Furthermore, (Othman et al., 2020) propose Attention-Based Siamese LSTM, which
achieves a MAP of 45.40 with the translated Arabic datasets. On the other hand, to
address the ranking question-answer pairs task, (Romeo et al., 2019) proposed an
Arabic cQA question similarity assessment and ranking using deep learning and other
methods. They used an LSTM to select the text fragment automatically and then feed
it to the ranker. Furthermore, Three neural networks 1D-CNN, BiLSTM, and BiGRU,
have been developed by (O. Einea and A. Elnagar, 2019). The 1D-CNN reached an
accuracy of 76.90 and 69.10 with NSURL 2019 and SemEval 2017 task D. The work
presented by (Adlouni et al., 2019) implemented several models, including
PyramidNet, BiGRU-intersection, DotNet based on MLP, and unsupervised
architecture. The BiGRU-intersection obtained an F1 score of 58.52 with SemEval
2017 task D datasets. Moreover, An ensemble model that integrates BERT, DNN
classification, and DNN regression was proposed by (Almiman et al., 2020). The
Ensemble model reached a MAP of 62.80 with SemEval 2017 task D datasets.



1.3 Contribution

Our aim in this thesis is to design and build an Arabic question answering system using
a recent deep learning technique as BERT. To achieve this, we explore the state-of-the-
art models and available techniques to build a question answering system in other
languages through a well-structured systematic literature review presented in Chapter
Three.

To enable comprehension of the thesis, we present a thorough background on the field
of questing answering and deep learning in Chapter Two.

On reviewing the literature, we noticed a shortage of Arabic question-answer datasets.
Thus, we have curated an Arabic question similarity dataset from the Tawasul support
platform of the Ministry of Education (MOE), Riyadh, Saudi Arabia. To automatically
annotate the Tawasul dataset, we proposed an algorithm that searches for the suitable
irrelevant question example. Besides, a curation process was applied to the Tawasul
dataset, more detail illustrated in Chapter Four.

In this thesis, we handle the question similarity and ranking question-answer pairs
problems. Using contextualized word representation instead of static word embedding
yields a significant improvement in some NLP tasks, as (Devlin et al., 2019). Thus, this
thesis proposes three models based on using contextual feature representation extracted
from AraBERT within BiLSTM. The proposed models are BERT contextual
representation with BILSTM (BERT-BiLSTM), the Hybrid Transfer BERT contextual
representation with BILSTM (HT-BERT-BiLSTM), and the Triple Hybrid Transfer
BERT contextual representation with BILSTM (THT-BERT-BiLSTM). The hybrid
transfer combines two transfer learning techniques, the BERT pretraining and
finetuning. However, the triple hybrid transfer combines three transfer learning
techniques, BERT pretraining, adaption pretraining, and finetuning. The proposed
models have been exercised with Tawasul and SemEval datasets. More detail about
these models is illustrated in Chapter Five. Also, we focus on comparing the most
common adaption approach, the feature extraction (contextualized word
representation), or directly finetuning the pre-trained model on the target dataset,
inspired by (Peters et al., 2019).

The research questions of this thesis are as follows:

RQI: Are there enough Arabic question answering datasets? How can we collect or
acquire a reliable dataset?

RQ2: How to curate the dataset and find irrelevant documents?

RQ3: Explore state-of-the-art current deep learning techniques used to address question
similarity problems?

RQ4: Explore state-of-the-art deep learning techniques to address the ranking question-
answer pairs problem?

RQS5: Apply state-of-the-art BILSTM to the target Arabic datasets
RQ6: Utilize BERT contextual embedding within the state-of-the-art BILSTM

RQ7: Explore the effect of the transfer learning approach for BERT contextual
embedding for Arabic question answering



1.4 Scope

In this thesis, we are concerned with ranking question-answer pairs task and question
similarity task using deep learning techniques. The reasons for choosing these tasks are:
the most suitable task for the proposed Tawasul dataset is the question similarity task.
Besides, the SemEval dataset was used as a benchmark to evaluate the proposed model
and its concern with ranking question-answer pairs task.

This thesis developed an Arabic Question Answering System utilizing deep learning
techniques. We propose three state-of-the-art architectures based on BERT and
BiLSTM. In particular, transfer learning was employed in three different ways to
extract the contextualized BERT embedding and feed it to BILSTM.

To the best of our knowledge, there is only one dataset that handles the Arabic question
similarity problem (Seelawi et al., 2019). Besides, we propose the biggest Arabic
question similarity task dataset. In addition, we proposed a rule-based approach to
creating the irrelevant question (Section 4.4).

1.5 Thesis Overview and Organization

This thesis consists of seven chapters; the organization is as follows:

e Chapter one briefly introduces an overview of the history and recent development
of the question-answering tasks and approaches. Besides presents the motivation
and contribution of this thesis. In addition, discuss the structure of the thesis and
summarize the content of each chapter.

e Chapter two introduces the necessary theoretical background that has been used in
this thesis. Firstly, introduces the basic definitions of natural language processing,
shows the challenge, presents the Arabic language challenge, and covers several
algorithms. Secondly, define and explain machine learning and its branches and
challenge. Thirdly, introduce and discuss state-of-the-art deep learning algorithms’
challenges, architecture, and strengths. Fourthly, present and describe LSTM and
BiLSTM as they are selected among other deep learning algorithms-based
experiments. More specifically, with Layer 12 feature, the HT-BERT-BiGRU
obtains an accuracy of 94.07 with Tawasul dataset, and THT-BERT-BiGRU
obtains an accuracy of 49.46, 47.04, and 66.09, and an F1 score of 44.03, 41.46,
and 68.84 with SemEval development, test 2016, and test 2017 dataset,
respectively. Fifthly, define the BERT and AraBERT architecture. Lastly, introduce
and describe the question answering and the challenges.

e Chapter three systematically reviews the existing literature on ranking question-
answer pairs and question similarity with deep learning. We first define the
employed systematics literature review methodology by defining the review
research questions and explaining the search strategy. The second section first
categorizes the related literature and then presents and summarizes the related
literature. Finally, for each category, discuss the reflection and remarks of the
related literature.

e Chapter four defines the target datasets that have been used with the proposed
model. Particularly, it first introduces Tawasul dataset definition, acquisition, and
language expert’s manual annotation. Then, discuss the applied data curation for



the Tawasul dataset. Later, present the proposed automated annotation for the
Tawasul dataset. Afterward, defining SemEval datasets. In conclusion, outlining
the applied dataset pre-processing.

e Chapter five defines the detailed method of the question-answering model using
deep learning techniques that have been proposed and developed. Beginning with
problem definition, where the dataset component and the input data format were
explained. Then, briefly describe the proposed models’ general architecture and
components. Afterward, clarify and define the BERT-BiLSTM, HT-BERT-
BiLSTM, and THT-BERT-BiLSTM in detail by describing and outlining the
process of extracting the contextual feature representation from AraBERT. In this
stage, two methods were proposed to handle long sentence problems in the SemEval
dataset. Then, explain the procedure of feeding the extracted contextual
representation to the BILSTM. Next, present the configuration and experimental
setting, including the environment and the used hyperparameter setting to obtain
the result. After that, briefly describe the process of finetuning the AraBERT.
Finally, outline the baseline model used as a benchmark to demonstrate the
effectiveness of the proposed models.

e Chapter six presents the experimental result and discussion of the proposed models
compared to baseline models. Starting by defining the evolution metrics used to
measure the models’ performance. Then, showing baseline models performance.
Next, presenting the ArBERT finetuning discussion and result. Afterward, present
a detailed discussion of the performance of the BERT-BiLSTM, HT-BERT-
BiLSTM, and THT-BERT-BiLSTM with different features. Next, compare the
proposed model to the baseline models used as benchmarks to prove the efficiency
of the proposed models. Finally, compare different transfer learning approaches for
Arabic question answering.

e Chapter seven conclude the thesis with a critical summary of our work and its
contributions and challenge to both deep learning and Arabic question-answering
research. As well as presenting possible approaches to further research in terms of
model and Arabic question answering dataset. In the end, outlining some research
directions which present a potential research area that are still open in the field and
yet to be answered in the future.

1.6 Conclusion

In conclusion, this chapter introduces the thesis, starting by defining the question
answering task and its history. Then, discuss the application domain of question
answering, the types of question, and the question answering approach. Next,
summarizing the thesis motivation, contribution, scope. Finally, highlighting the
outline and overview of the thesis organization.



CHAPTER TWO: BACKGROUND



2.1 Introduction

This chapter introduces the fundamental theoretical background to the question
answering field with BERT and BIiLSTM. In the sections below, we cover the
definition, challenges, algorithm, and model of the following: Natural Language
Processing in Section 2.2, machine learning in Section 2.3, deep learning in Section
2.4, Long Short Term Memory in Section 2.5, Bidirectional Encoder Representations
from Transformers in Section 2.6, and question answering in Section 2.7.

2.2 Natural Language Processing

Question answering is a sub-field of Natural language processing that is concerned with
automatically answering a question. Natural language processing is a field of computer
science and linguistics concerned about allowing computers to process, understand or
generate natural language (Jurafsky and Martin, 2009; Kumar, 2011). Natural language
generation systems are concerned with converting computer databases into a readable
sentences in the human language (Kumar, 2011). Natural Language Understanding
(NLU) systems are concerned with computing the meaning of the human language
representation being either text or speech, then using this representation in reasoning
tasks (Allen, 1995). Kumar (Kumar, 2011) states that the NLU system converts natural
language into a formal language that a computer can understand, such as parse tree,
Java, c++ (Kumar, 2011). Generally, this refers to tasks such as question answering,
chatbots, speech recognition, and more (Jurafsky and Martin, 2009). Both language
generation and understanding are challenges for a computer (Goldberg, 2017).

It is difficult to comprehend the context of a large language. NLP systems use a
collection of text data, usually called corpora, to design and evaluate. The text or
sentence is ambiguous if multiple linguistic structures can be built for it. The NLP
systems need to take a disambiguation decision about the word sense, category, and
syntactic structure. That is difficult, especially with longer texts having more
comprehensive grammar. However, extending the coverage of the grammar leads to
increasing the number of undesirable parses from the common sentence. In addition,
experience with the Al approach shows that the hand-code parsing and disambiguation
elimination is time-consuming to build. The statistical NLP approach aims to solve
these difficulties by learning word structure and lexica from corpora. (Jurafsky and
Martin, 2009; Manning and Schiitze, 1999)

Arabic natural language processing faces many challenges due to its nature as a highly
derivational language where it has a rich, complex morphology and complex linguistic
structure (Farghaly and Shaalan, 2009; Habash, 2010). One of the challenges for Arabic
Natural language processing (ANLP) is that the language is diglossic, which is a state
where two or more Arabic varieties are used in the same speech community side-by-
side. Arabic has a real diglossic situation since the Arabs daily use up to three varieties
of Arabic, Classical Arabic, which is used daily in prayers; Modern Standard Arabic
(MSA), which is usually used in news, formal writings, and education. Finally, the
Arabic dialects are used in the informal daily spoken communication (Farghaly and
Shaalan, 2009; Habash, 2010). Another challenge is the limitation of ANLP tools.
Moreover, it is not easy to adapt the developed English NLP systems because of
specific features in the Arabic language, such as diacritics, the lack of capital, and small
letter (Farghaly and Shaalan, 2009; Habash, 2010).
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This section covers a number of algorithms and formal models used in NLP
applications. The main models are models based on logic, formal rule systems, state
machines, probabilistic models, and vector-space model (Jurafsky and Martin, 2009).
The model based on logic is important to capture the knowledge of the language. Both
formal rule systems and state machines are key tools for dealing with syntax,
phonology, and knowledge of morphology. The probabilistic models play a significant
role in capturing the types of linguistic knowledge and solving some ambiguous
problems such as dialogue understanding, part-of-speech tagging, and text-to-speech.
The models that are mentioned previously can be augmented with the probabilities
model. For example, when the probabilistic model is augmented with the state machine,
it becomes a Markov model. The vector-space model is based on linear algebra. All of
the previous models use some algorithms such as machine learning algorithms, state-
space search algorithms, and other learning algorithms. In many NLP tasks, machine
learning tools like sequence models and classifiers such as SVM, decision tree, and
logistic regression are crucial. Sequence models such as the maximum-entropy Markov
model, conditional random fields (CRFs), and hidden Markov model (HMMs)
(Jurafsky and Martin, 2009).

2.3 Machine Learning

Machine learning is one of the most successful subfields of Al that drive much
development. In the classical programming model, the input is human rules and the data
to process where the output is the answer. However, in the machine learning model, the
input is the data with the expected answer, and the output is a set of rules that the model
learns, and it can be used with new data to get an answer (Chollet, 2018; Ng, 2018).
Machine learning is the method that enables computers to acquire their own knowledge
without programming by extracting a pattern from data (Goodfellow et al., 2016).
Feature engineering is a crucial step in machine learning because humans need to make
the data amenable to processing by machine learning methods. Hence, they manually
extract useful layers of representation for the data. Machine learning is used in many
applications such as email anti-spam, sentiment analysis, speech recognition, language
translation, optical character recognition, etc. (Chollet, 2018; Ng, 2018)

There are four branches of machine learning, supervised machine learning,
unsupervised machine learning, self-supervised machine learning, and reinforcement
learning. Supervised machine learning is a learning pattern from a labeled dataset (X,
Y) that maps input X to target Y. The available dataset is split into three sets, training,
validation, and test. The training dataset is used for training the model, where the
validation is used to evaluate the model. After the model is ready, the test dataset is
used to test the model. Supervised learning is classified into two groups, classification,
and regression. Classification assigns every input vector to a finite discrete category,
whereas regression is when the output contains continuous vectors (Bishop, 2006).
Supervised learning algorithms include neural network, logistic regression, linear
regression, nonlinear regression, time series forecasting, and classification algorithms
(Ng, 2018; Swamynathan, 2017). Unsupervised learning has only the input data, and it
concerns finding transformation for the input data. Clustering and dimension reduction
are a type of unsupervised learning. Clustering discovers similar groups in the data,
such as grouping clients depending on the purchase behavior (Bishop, 2006).
Dimension reduction is concerned with mapping the input to lower dimensional space
to simplify the big input dataset (Swamynathan, 2017). Self-supervised machine
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learning is a type of supervised learning without human-labeled data; however, the
labels are generated by a heuristic algorithm from the input data. Reinforcement
learning has recently started a branch of machine learning that successes in games. In
reinforcement learning, the agent gets information about the environment and focuses
on learning to find the action that maximizes some rewards. (Chollet, 2018)

Machine learning faces many challenges; firstly, the performance of traditional learning
algorithms depends heavily on the quality of feature extraction. Also, for some complex
problems such as image classification, it is difficult to know the useful feature that
needs to be extracted. In addition, for a complex problem such as image classification,
its time and effort consuming to extract features manually. For that, some traditional
machine learning algorithms stop improving even if fed with more data. (Goodfellow
et al., 2016; Ng, 2018)

2.4 Deep Learning

The real challenge for artificial intelligence (Al) is to mimic human performance for a
task that is simple to perform but hard to explain formally, the problem that human
solves intuitively, such as recognizing an item in an image (Goodfellow et al., 2016).
Deep learning is the solution to these intuitive problems. Deep learning is a branch of
machine learning that raised rapidly, driving many development fields (Ng, 2018).
Deep learning is a mathematical framework that learns the representation from the
given data (Chollet, 2018). A neural network is an interconnected neuron unit inspired
by biological neurons. A neural network contains an input layer, » hidden layers, and
an output layer. The input layer contains the data to observe where the size of this layer
is the same as the number of features in the input vector. The hidden layers are stacked
between the input and output layers. Hidden layers use an activation function to
transform the input into output passed to the next layer. Defining the number of neurons
in each hidden layer is challenging because there is no rule also; it depends on the
complexity of the problem (Patterson and Gibson, 2017). The number of neurons in the
output layer depends on the number of classes the model tries to predict. In addition,
the NLP neural network system uses an additional layer called the embedding layer.
This layer maps the discrete symbols into a continuous vector. The embedding
transforms the word from an isolated distinct symbol to a mathematical object. Also, to
generalize the behavior of any word, the distance between words is the same as the
distance between the vectors. Where the neural network learns this vector
representation in the training process, this is called deep learning because there are
many layers on top of each other. The depth of the model is the number of layers in the
neural network where the size or width of each layer relies on the number of neurons
in it. (Goldberg, 2017; Goodfellow et al., 2016; Patterson and Gibson, 2017)

Neural networks have two essential architectures the feedforward neural network and
the recurrent/recursive neural network. The feedforward neural network or Multi-Layer
Perceptrons (MLPs) allows working with fixed or variable length input, which helps in
disregarding the order of components. Convolutional feedforward Neural Networks are
good in extracting the pattern from given data. Also, it can extract a pattern from data
that is sensitive to word order. Recurrent Neural Networks (RNNs) are specialized in
processing sequential data, and they are rarely used as a standalone element. Usually,
they are used as a trainable element feeding other networks such as feedforward neural
networks. RNNs are one of the most common neural networks in NLP, according to
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the review (Chapter Three). The recursive neural network is a generalization of RNNs
where it extends the sequential data in the hierarchical tree. There are two
advancements in the standard RNN: Long short-term memory (LSTM) and Gated
recurrent unit (GRU). LSTM was proposed by (Hochreiter and Schmidhuber, 1997),
which was the first who propose the gating methodology. LSTM is discussed in detail
in Section 2.5. (Goldberg, 2017)

A good artificial intelligence system needs to extract the right feature from raw data.
However, it’s hard to know which feature to extract. It is time and effort consuming to
extract high-level features manually. Unlike many machine learning algorithms, which
only try to predict the output from previous observations, deep learning also enables
the computer to learn correct data representation from raw data by building a complex
concept out of a simpler one (Goldberg, 2017). So, the feature engineering step is
completely automated in deep learning. Another strength of deep learning is that the
depth of the neural network allows the computer to learn multistep computer program
where every layer act as computer memory after executing the instruction in parallel.
The deeper the network, the more instruction can be executed in a sequence where the
later instructions refer back to the last instruction. This makes deep learning a powerful
method, besides the fact that the more you feed the neural network with a huge quality
dataset, the more performance grows. Unlike traditional learning algorithm, which
stops improving even if fed with more data (Ng, 2018). Also, high performance comes
from a large neural network (Ng, 2018). Deep learning shows successes in many fields
such as question answering, speech recognition, text-to-speech conversion, image
classification, handwriting transcription, and autonomous driving. Despite the
development driven by deep learning, it faces many challenges and limitations, such as
finding or building a large and high-quality human annotated dataset. Also, deep
learning models need high computational power-efficient chips such as graphics unit
design (GPUs) due to the complex way of connecting the layers, which leads the neural
network to have more parameters optimize (Chollet, 2018; Patterson and Gibson,
2017). As well as, the deep learning model cannot perform tasks that need reasoning,
such as programming, even if fed_with a large dataset. In addition, some problems are
better solved with other algorithms, such as learning a sorting algorithm that is difficult
for a neural network. (Chollet, 2018; Goodfellow et al., 2016)

2.5 Long Short Term Memory

The LSTM was proposed in order to solve the vanishing gradient problem (Hochreiter
and Schmidhuber, 1997). The vanishing gradient occurs when training a big deep neural
network, the derivative may come too exponentially small or too big. The LSTM
divides the vector state into two parts, the memory component and the hidden state
(Goldberg, 2017). The LSTM is defined mathematically as follows:

sj = Rusrm(sj-1,%;) = s ly]
¢ =f0O¢_1+i0Oz
h; = 0 © tanh (c;)
i =o(gW* + hj_, Wh)
f=o(W* +hi_y W)
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There are three gates: the input gate i, the forget gate f, and the output gate 0. The gate
values are computed using the sigmoid activation function of the summation of current
input x; and the previously hidden state h;_;. The update candidate z is computed
through the tanh activation function of current input x; and the previously hidden state
h;j_,. Afterward, the memory component ¢; is updated where the forget gate f © ¢;_;
controls the amount of keeping previous memory component and the input gates control
i © z the amount of keeping the update candidate. Finally, the hidden state h;, which is
the output of y; is computed through the tanh activation function of the memory

component ¢;, which is controlled by the output gate 0. (Goldberg, 2017)

The Bidirectional Long short-term memory (BiLSTM) was first introduced by (Graves
and Schmidhuber, 2005). The BIiLSTM has two LSTM, a forward LSTM and a
backward LSTM that connoted to the same output layer. The difference between LSTM
and BiLSTM is depicted in Figure 2-1.

Output Output
. 4 4 4 4 . 4 4 L A
= & > >C)|>
o e-0-@- | :979"22
T °
T 4 A A A T3 A A 4

input input

LSTM Archticture BiLSTM Archticture

Figure 2-1: LSTM vs. BiLSTM Architectures

2.6 Bidirectional Encoder Representations from
Transformers

The Bidirectional Encoder Representations from Transformers was first introduced by
(Devlin et al., 2019). BERT is a language model based on Transformers that are
pretrained on large unlabelled text. The language model is a neural network that can
predict the probability next token given the previous one. Unlike the language model,
which can only predict either left-to-right or right-to-left, BERT jointly learns from left-
to-right and right-to-left (Devlin et al., 2019).
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The BERT is pretrained on two tasks, Masked LM (MLM) and Next Sentence
Prediction (NSP). Unlike the conditional language model, which can only be trained
from left-to-right or right-to-left because the bidirectional conditioning will allow each
word to see itself indirectly. Thus, to train bidirectional BERT, the masked LM task is
to mask a percentage of input token randomly, then the BERT predicts those masked
tokens (Devlin et al., 2019). Many NLP tasks require a deep understanding of the
relationship between two sentences, like in the case of the question-answering task.
Thus, BERT is pretrained on the binarized next sentence prediction task. Those tasks
can be easily generated from an unlabelled corpus.

The BERT base contains 12 layers of bidirectional Transformer encoder with
bidirectional self-attention. The attention mechanism was introduced in the context of
the sequence-to-sequence for machine translation model by (Bahdanau et al., 2015).
The attention mechanism calculates the importance of each item in the input sequence
(Goldberg, 2017). The Transformer is the first model that depends on the self-attention
mechanism without employing sequence RNNs or convolution (Vaswani et al., 2017).

The architecture of BERT is illustrated in Figure 2-2, where the output of each layer is
a contextual feature that can be used as a word embedding. The output and input
representation of BERT is designed to handle different downstream tasks. Thus, the
input can represent both a single sentence and a pair of sentences in one sentence.

The first token of every sentence is [CLS], which is a special classification token. To
distinguish between the first input sentence A and second input sentence B, that
represented in one sentence, BERT uses two approaches. The first approach is the
special delimiters [SEP] that splits the first input sentence A from the second input
sentence B, for example, (sentence A [SEP] sentence B). The second approach is
segment embedding, which indicates whether the token belongs to sentence A or
sentence B. The segment embedding is illustrated in detail in Subsection 5.4.1. The
maximum input length of the BERT base is 512 tokens.

The AraBERT (Antoun et al., 2020) is a pretrained BERT model for the Arabic
language. They have used the BERT base configuration, which contains 12 layers of
transformer encoder blocks, 12 attention heads, 768 hidden dimensions, and 512 max
sequence lengths. They propose an additional prior pre-processing to the AraBERT
pretraining. More specifically, there are two types of AraBERT, AraBERTv(0.2, and
AraBERTv2. The AraBERTV0.2 is exactly the same as BERT, except it is trained on
Arabic corpus. On the other hand, AraBERTV2 use the proposed pre-segmentation
approach based on Farasa segmentation (Abdelali et al., 2016) that segment word into
stems, prefixes, and suffixes where they claim it avoids the redundant of vocabulary.
Both AraBERT types are depicted in detail in Subsection 5.4.1.
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Figure 2-2: BERT Architecture
2.7 Question Answering (QA)

With the rapid daily increase of browsing online information, the need became urgent
for a question-answer system that allows the user to ask a question in natural language
and automatically get an appropriate answer. In NLP, question answering is a
challenging task (Liu and Feng, 2018). Traditional question answering systems usually
are based on symbolic representations where all components in the question and answer
are processed with NLP basic modules (Liu and Feng, 2018). A question answering
system needs to analyze the question in context, analyze the expected answer type, and
present the answer to the user in some appropriate form (Hirschman and Gaizauskas,
2001). Figure 2-3 which was adopted from (Lai et al., 2018), illustrates the typical
question answering pipeline architecture: (1) Convert the natural language question to
a query. (2) Retrieve the most relevant passage, documents, or questions. (3) Answer
selection to rank and identify the most relevant sentence; also, the answer selection is
used to predict the quality of answers in cQA. (4) Extract the exact phrase that answers
the question. Unfortunately, the drawback of traditional question-answer modules is the
semantic gap where words or text spans with the same meaning have various symbolic
representations. Usually, neural networks represent texts as a distributed vector; the
semantic gap can be relieved by replacing comparing the text spans by calculating an
operation between these distributed vectors (Liu and Feng, 2018).

With Question answering system development, there are several challenges that are
mostly discussed, such as collecting training datasets, requiring information retrieval
(IR) and NLP techniques. Like many machines learning models, collecting a training
dataset is one of the challenges that face many NLP tasks. Deep learning usually
requires a larger training dataset than traditional machine learning algorithms.
Collecting and building question answering datasets is usually expensive, especially in
the annotations stage.

With the exponential growth of question-answer pairs in CQA forums, needs have
emerged to automatically detect similarities between two questions to utilize the
existing answer (Question Similarity) and calculate the relevance between question and
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historic question-answer pairs (Ranking Question-Answer Pairs). The CQA tasks face
many challenges, including the need for text understanding and semantic analysis since
it detects the semantic relation between two sentence texts that have different
syntactical, words, and lexical units. For example, “_3 S Jam (55”7 and © s 83 g2mn (s
J«21” have different lexical units. However, they are semantically similar, as illustrated
in Subsection 4.2.3,

Table 4-1. Furthermore, CQA forums have an extreme variance in the question-answer
pairs’ quality since it contains an open domain and non-factoid question-answer pairs
(Nakov et al., 2015). Moreover, it contains long input text where the length may vary
from numerous words to hundreds of words (Mohtarami et al., 2016). Besides, CQA
forums contain many noises, unrelative information, presence of informal, redundant
establishing a major challenge to automatically detect relevant documents (Romeo et
al., 2016).

The KBQA is a task that requires IR and NLP techniques, including reasoning,
information extraction, entity linking, and syntactic analysis (Liu and Feng, 2018).
KBQA faces many challenges, such as compositionality and the gap between natural
language and knowledge base. Most existing KBQA methods depend on manually
defining rules to handle compositionality. In addition, sometimes the correct answer
does not share the lexical unit with the question, but they are semantically related (Tan
et al., 2015). Also, the answer may be noisy and consist of many unrelated information
(Tan et al., 2015). As well as the main reasons for the gap between natural language
and knowledge are the weakness of designing the KB sub-lexical compositionality and
the limitation of context on the language side. Even though entity linking is the main
task in KBQA, less attention is given to it.

Feature engineering-based methods can handle many MC tasks in an efficient way. This
method uses a linguistic feature to model the semantical relation between the given
question and document. Next, the method makes inferences depending on these
features. However, those linguistic features may not cover all deep semantic
information, and it is not efficient to rely on standalone linguistic tools. Moreover, it is
hard to use a feature engineering-based method to extract and design good features from
the text for a large-scale dataset. (Liu and Feng, 2018)

Arabic is a rich and highly derivational language, as stated earlier. Figure 2-4 (A)
adopted from Field (Shaheen and Ezzeldin, 2014), shows the Arabic derivation of a
word formatted as lemma= root+pattern. Due to this richness, regular NLP systems
designed for English and other Latin-based languages cannot directly handle it.
Moreover, Arabic is an extremely inflectional language since the word can contain
several morphemes, and it can be formatted as lemma + affixes (prefix, infix, and suffix)
see Figure 2-4 (B). Since the prefix can be a preposition, conjunction, or article, it
causes difficulty in query expansion and sparseness index in a document. (Shaheen and
Ezzeldin, 2014)
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Figure 2-3: A typical question answering pipeline architecture
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Figure 2-4: (4) Example Arabic derivation (B) Example Arabic inflection

2.8 Conclusion

This chapter defines the background of the question answering using deep learning and
the related research field. Starting by defining NLP and overviewing its challenge and
used model. Afterward, describe machine learning algorithms, branches, and
challenges. Next, illustrates the question answering and its challenges. After that,
explain the deep learning model, types, and challenges. Then, defining the LSTM and
the BILSTM. Ending by describing the BERT and the AraBERT language models.
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CHAPTER THREE: SYSTEMATIC
LITERATURE REVIEW

19



3.1 Introduction

Neural networks achieve a breakthrough in multiple NLP tasks. This chapter introduces
a systematic literature review for two related fields, ranking question-answer pairs task
and question similarity task using RNN or Attention Mechanism.

This chapter firstly presents an overview of the review methods, where the review
research question is discussed, and the search strategy is explained. Secondly, presents
a summary of the related works of those tasks. Also, outlining the analysis and
classification of these related works according to the used neural network.

3.2 Overview of the Systematic Literature Review Method

In this review, we will employ a systematic literature review (SLR). This is to better
review the literature covering the available related studies. The method of SLR is
inspired by (Heckman and Williams, 2011). The focal point in this review is question
answering using RNN or Attention Mechanism. Specifically, we are concerned with
two question-answer tasks, the ranking question-answer pairs and the question
similarity. This section describes the SLR research question, SLR research strategy for
related studies, study selection criteria, and data synthesis. This SLR addresses the
following research objectives:

e Identify and categorize the QA related studies.
e Identify datasets that utilize deep neural networks.

e Summarize the contribution of currently available research on QA using neural
network techniques.

e Explore the state-of-the-art deep neural network methods in both the ranking
question-answer pairs task and question similarity task

e Identify the best way to utilize the state-of-the-art research to construct and
implement an effective Arabic question-answering application using Tawasul
dataset.

3.2.1 SLR Questions

In this SLR, we are interested in answering the following review questions

Q1: What are the challenges in question answering using neural networks in the Arabic
language?

Q2: What are the datasets used for question-answering systems?

Q3: What is the current performance of deep learning for question answering?

Q4: What are the current studies in the Arabic question answering?

Q5: What are the deep learning techniques used to address question-answer problems?

Q6: What is the most suitable deep learning technique for the Arabic question
answering problem?
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3.2.2 Search Strategy

This section explains the search strategy along with the process of generating the search
terms and the searched databases in Subsection 3.2.2.1 and study selection in
Subsection 3.2.2.2.

3.2.2.1 Search Terms and Strategy

The SLR focal point is “question answering using deep learning.” In this review, the
search sentences comprise “A and B,” where A is either “question-answer” or “question
answering” and B is either “deep learning” or “neural network.” Combining those
various possibilities yields to 4 search sentences. If the database enables one combined
sentence, we used: (question answer OR question answering) AND (deep learning OR
neural network). We have searched the following databases: IEEE, Science Direct,
Springer, ACL, and ACM.

3.2.2.2 Study Selection
The selection process involved three rounds. The first round incorporates elimination
based on the title, abstract, and a quick scan. Studies outside our focal point, “question
answering based on deep learning,” and outside our inclusion criteria are excluded.
Titles, abstracts, and keywords were manually scanned. We report the article's name,

author, and year in an Excel file. Also, the selected papers are saved as groups in folders
per each database. There are two paper inclusion criteria as follows:

e The paper is prime.
e The article is written in the English language.

The second round incorporates eliminating papers from the first round based on
scanning the full text. The articles that did not address the subject but only mentioned
keywords were excluded. The article that meets our exclusion criteria were excluded.
Table 3-1 illustrates the number of selected studies in each round.

Studies’ are excluded based as follows:

e Studies on expert recommendation or identification, routing questions, and
discovering trustworthy answers from non-experts.

e Studies on augmented reality question answer, visual QA, and spoken QA are
excluded.

e Studies on cross-lingual and multilingual translation.

e Studies on question generation, QA summarization, answer selection, category
classification, and the question that forms as a descriptive paragraph

¢ Question and answer contain visual content information.
e Studies that do not provide dataset detail, evaluation results, and metrics.
e Studies on yes, no question, multiple-choice blind guessing.

e Studies on machine reading comprehension, answer selection, question
classification, and knowledge base approach.

e Studies that handle the question-answering task using CNN.
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The third round is the classification and information extraction of the selected studies.
Article classified according to the addressed task and the used neural networks. We
extract the information according to the research question. Article's relatedness, the
reason for elimination, code link, and extracted data were reported in the same Excel

file.

Stage
Initial stage
By title and abstract
Selected studies

Total Selected studies
papers

Table 3-1: Number of selected studies

IEEE Springer ACM Elsevier ACL Total
1,303 140,615 212,017 129,629 15,400 498,964
220 192 166 48 207 833
16 12 10 7 13 58
58

Table 3-2: Studies on question answering sorted according to the used language

Language

English

Chinese

Arabic

Number
of studies

Studies

(Peng et al., 2014), (An et al., 2016), (Ghosh et al., 2017),
(Khurana et al., 2017), (Nguyen and Le, 2018), (Li et al., 2018),
(Chen et al., 2018), (Ma et al., 2018), (Dhakal et al., 2018),
(Zafar et al., 2019), (Zhang et al., 2018a), (Kamineni et al.,
2018), (E. Karimi et al., 2019), (L. Wang et al., 2020), (Wang et
al., 2019), (Kumar et al., 2019), (Imtiaz et al., 2020), (Bihani and
Walke, 2020), (Zhang and Chen, 2019), (Yang et al., 2020), (Hou
etal., 2019), (Peng et al., 2019), (Afzal et al., 2016), (Attardi et

50 al., 2017), (Bandyopadhyay et al., 2019), (Lan and Xu, 2018),
(Gupta et al., 2018), (Mohtarami et al., 2016), (Nassif et al.,
2016), (Romeo et al., 2016), (Shah et al., 2018), (Uva et al.,
2018), (Yang et al., 2018), (Zhang et al., 2017), (Zhou et al.,
2019), (Zahedi et al., 2020), (Zhou et al., 2021), (Othman et al.,
2019), (Suneera and Prakash, 2021), (Damani et al., 2020),
(Saxena et al., 2021), (Othman et al., 2020), (Kumari et al.,
2021), (Ben Abacha and Demner-Fushman, 2019), (Meshram
and Kumar, 2021), (Liang et al., 2019), (McCreery et al., 2020)
(Chopra et al., 2020), (Z. Wang et al., 2020), (Cai et al., 2021)

>

2 (Yeetal., 2017), (Cai et al., 2020)
(Romeo et al., 2019), (O. Einea and A. Elnagar, 2019), (H. Al-
3 Bataineh et al., 2019), (Almiman et al., 2020), (Adlouni et al.,
2019), (Hamza et al., 2020), (Othman et al., 2019), (Othman et
al., 2020)

3.3 Literature Review

This section presents, summarizes, and categorizes the studies that address question-
answer pairs relatedness task and question similarity task. The rapid growth of
question-answer pairs numbers in CQA forums platforms encourages automatically
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finding historic relevant questions that match the newly asked questions and reuse their
existing answer, question similarity. Besides, find the historic question and answer
pairs among the existing pairs that are relevant to the newly asked questions, ranking
question-answer pairs.

This chapter is concerned with surveying the state-of-the-art deep learning model in
two tasks, the ranking question-answer pairs task and question similarity task, presented
in sections 3.3.1 and 3.3.2, respectively. Besides, categorizing the related studies
according to the used neural network, answering Q5. Moreover, identifying the dataset
used with a deep neural network for each task. Furthermore, summarizes the
contribution of related research. Additionally, utilizing the state-of-the-art research to
construct and implement an effective Arabic question-answering application to use
Tawasul raw data this depicted in Section 4.4.

The number of publications concerning language among the 58 studies is demonstrated
in Table 3-2, answering Q4. All studies have been summarized in Table 3-3 and Table
3-4, according to the task.

3.3.1 Ranking question answering pairs

Ranking question-answer pair task is predicting the similarity of a query to a question-
answer pair. This section presents eleven studies that implement neural networks to
address question-answer pair ranking, answering RQ4. From this section, we notice
that only one study used RNN alone. The employed neural networks are RNN and
CNN, either combined or both used separately; Attention neural networks; and others.
In the following, the studies using those neural networks are explained.

3.3.1.1 RNN

An Arabic ranking question-answer pair task was studied by (Adlouni et al., 2019).
They propose an unsupervised architecture based on Latent Semantic Indexing (LSA).
Besides, they implement three supervised neural networks; those are BiIGRU, DotNet
based on MLP, and PyramidNet. In terms of MAP, the best result was obtained by the
LSA+CoreNLP with 61.66 MAP. The PyramidNet and BiGRU-intersection obtains a
57.57 and 56.93 MAP with SemEval 2017 task D (Nakov et al., 2017). However, in
terms of F1 score, the best result was obtained by BiGRU-intersection with a 58.52 F1
score.

3.3.1.2 CNN and RNN

This subsection summarizes four studies that employ RNN and CNN. More accurately,
two studies used the RNN and CNN individually, (O. Einea and A. Elnagar, 2019) and
(Zhang et al., 2017). Besides, two studies propose a model based on both RNN and
CNN those are (Nguyen and Le, 2018) proposes a model based on BiILSTM and CNN,
and (Li et al., 2018) develops a model based on GRU and CNN.

To model the representation and capture the similarity between question and related
question-answer pairs, (Nguyen and Le, 2018) propose a neural network based on
CNNs and BiLSTM model. CNNs-based and BiLSTM-based model with traditional
NLP features vector obtains 78.37 and 78.43 MAP scores with SemEval-2016 Task 3
dataset, respectively. To address the semantic matching task, (Li et al., 2018) propose
a Multi-perspective CNNs sentence similarity network with GRU (MPCNN GRU). The
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semantic matching selects the best candidate from a list retrieved by intent
classification. To evaluate MPCNN GRU on semantic matching, they used user and
agent datasets and achieved 85.00 precision. They remove the answer and only take
query and question as input to the model and notice that precision decrease to 72.00.

A 1D-CNN, BiLSTM, and BiGRU have been implemented by (O. Einea and A.
Elnagar, 2019) to handle the question pairing task. They have experiments on two
Arabic datasets, the SemEval 2017 task D and NSURL 2019 (Seelawi et al., 2019).
With NSURL 2019 dataset, the 1D-CNN achieves slightly higher performance with at
least 2.6 accuracy points. Thus, they only implement 1D-CNN with SemEval 2017
(Nakov et al., 2017), which obtains 69.10 in accuracy for binary-case prediction.

A CNN and BiLSTM have been utilized to extract the semantic similarity by (Zhang et
al., 2017) to handle Question-External Comment Similarity. The neural network
combined with Augmented Features (word overlap) and Interaction Layer. The CNN
surpasses BILSTM by 2.09 points and obtains a MAP of 50.15 and 13.23 with SemEval
2017 task C test2016 and test2017 (Nakov et al., 2017), respectively. The CNN with
only Augmented Features obtains 13.55 MAP with test2017.

3.3.1.3 Attention

The attention mechanism was explained in 2.6. This subsection presents five studies
that implement the attention mechanism for ranking question-answer pairs task. The
attention mechanism has been employed with several neural networks, including RNN
(Romeo et al., 2019); RNN and other neural networks, such as MLP (Liang et al., 2019);
and other neural networks, such as DNN (Damani et al., 2020); DNN and transformer
(Almiman et al., 2020); and MLP with transformer (Z. Wang et al., 2020).

I Attention and RNN

LSTM is augmented with attention mechanisms used to identify the best segment of
the question by (Romeo et al., 2019). They use a tree kernel ranker to address the Arabic
question-answering task. Then, they use attention weight with a tree-pruning approach
to text selection, which removes subtree that contains noisy and unuseful information.
They conducted the experiments where it provided 42.20 MAP scores on SemEval
2016 Task 3 subtask D.

II Attention, RNN, and other neural networks

An answer information-enhanced adaptive multi-attention network (AMAN) was
proposed by (Liang et al., 2019). The AMAN is based on BiLSTM and MLP. They
expanded the Quora Question Pairs dataset (Iyer et al., 2017) by adding paired answers
and referring to it as answer-enhanced Quora Question Pairs (AeQQP). The AMAN
obtains an accuracy of 90.07 and 96.28 with AeQQP and CQADupStack (Hoogeveen
etal., 2015).

III Attention and other neural networks

An Arabic ranking question-answer pair task was studied by (Almiman et al., 2020).
They propose an ensemble model that integrates BERT, DNN classification, and DNN
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regression. The ensemble method is average with a tuning step. The Ensemble-Tuned
Weights obtains 62.80 MAP with SemEval 2017 task D datasets (Nakov et al., 2017).

To handle FAQ answering, (Damani et al., 2020) utilizes BERT and Multi-task Deep
Neural Network (MT-DNN) to propose MMT-DNN. The MMT-DNN obtains an
NDCG@]1 of 84.71 and 75.38 with SemEval-2017 task 3 (Nakov et al., 2017) and FAQ
Search Dataset (FSD).

The study presented by (Z. Wang et al., 2020) developed a novel matching model
named (Match?), which has three components: representation-based similarity module
based on BERT, matching pattern-based similarity module based on BERT,
aggregation module based on MLP. They crawled answers to expand the Quora
Question Pairs dataset (Iyer et al., 2017) and referred to it as QuoraQP-a. The Match?
achieves an accuracy of 62.78 and 90.65 with CQADupStack (Hoogeveen et al., 2015)
and QuoraQP-a datasets.

3.3.1.4 Other neural networks

In order to predict the semantic similarity by getting the unified representation from the
query, question, and answer, (Peng et al., 2014) proposed the tri-modal deep Boltzmann
machine (tri-DBM). They used Yahoo! Answers query to questions dataset that
contains 12850 queries, questions, and answers. They conducted the experiments with
a 64.23 Accuracy score.

3.3.1.5 Reflection on reviewed studies

What is noticed is that the study that employed the attention mechanism with RNN and
MLP (Liang et al., 2019) surpasses the performance of the study that employs BERT
and MLP (Z. Wang et al., 2020) using the CQADupStack dataset. Even though BERT
is a language model that is pretrained on big corpus and jointly learns from bidirectional
as illustrated in Section 2.6.

For SemEval 2017 task D, CNN based model (O. Einea and A. Elnagar, 2019) and the
model based on BERT and DNN (Almiman et al., 2020) performed way better than
RNN based models (Adlouni et al., 2019) and model based on RNN and attention
(Romeo et al., 2019). Even though the work presented by (Li et al., 2018) involves a
small dataset, combining CNN with GRU results in high performance. Besides, their
experiment concludes that ranking question-answer pairs task performed better than
question similarity tasks by a difference of 13 precision points. This depicts that models
that achieved high performance have employed either RNN or BERT, answering Q6.

Table 3-3 presents the main extracted information of the ranking question-answer pairs
task in Subsection 3.3.1 in the following manner: paper citation, deep learning method,
dataset, dataset size, metric, and the result. Table 3-3 below answers both Q2 and Q3.

The metrics used by the related studies are Accuracy, F1 score, MAP, Precision, and
NDCG@1.

Table 3-3: Question-answer pairs ranking studies

Dataset size

Paper Method Datasets (train/dev/est) Metric Results
. BiGRU- SemEval 2017 30,411/ 7,384/
(Adlouni et al., 2019) intersection task D 12,581 F1 score 58.52
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Elnagar, 2019) .
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NSURL 2019 76.90
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CNN+
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task C
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(Z. Wang et al., 2020) Match2 Accuracy
281,480/ 10,000/
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3.3.2 Question ranking

to questions
dataset

query and QA pairs

The question ranking is concerned with detecting the similarity between 2 input
questions. This task is useful to retrieve answers for an old query that match the new
user question. This section presents 47 studies that address this task using deep learning
techniques, answering RQ3.
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3.3.2.1 RNN

To measure the similarity between question and query, 14 studies handle it using RNN.
More specifically, two studies implement an RNN-based model (Ye et al., 2017) and
(Ben Abacha and Demner-Fushman, 2019). Besides, nine studies employ an LSTM-
based model (Zafar et al., 2019), (Chen et al., 2018), (E. Karimi et al., 2019), (H. Al-
Bataineh et al., 2019), (Imtiaz et al., 2020), (Bihani and Walke, 2020), (Attardi et al.,
2017), (Othman et al., 2019), (Kumari et al., 2021). Moreover, three studies experiment
BiLSTM-based model (An et al., 2016), (Nassif et al., 2016), (Shah et al., 2018).

A question similarity modeling using BiLSTM neural networks was proposed by (An
et al., 2016). They use two types of architecture, BILSTM-I, and BiLSTM-II. The
former isolated the questions, and the latter connected two questions. The highest result
achieved 72.60 Accuracy scores by the BILSTM-II on Yahoo! Answers datasets. They
found that adding more layers will not lead to improvement. The 2-layer BiLSTM-II
obtained 69.80 Accuracy scores. A two-step framework based on RNNs encoder-
decoder that computes the semantic similarity proposed by (Ye et al., 2017). They build
questions similarity Chinese dataset. First, they pre-trained the RNNs on a bigger
heuristically labeled dataset. They then, fine-tuned it with the question similarity
Chinese dataset. The pre-trained RNNs obtain an 88.14 MAP score. Transfer learning
has improved the result by almost 3 Accuracy scores. To deal with question ranking
over KB, (Zafar et al., 2019) employ Tree-LSTM to capture the similarity between
query and candidate question. They construct two datasets based on LC-QuAD, which
are the DS-Min and DS-Noise. The Tree-LSTM evaluation result on DS-Min and DS-
Noise achieved 75.00 and 84.00 F1 scores, respectively.

A heterogeneous social influential network (HSIN) framework was proposed by (Chen
et al., 2018), which encodes question textual content and the asker social information.
Specifically, the random walk methods were used to find useful information in both
heterogeneous social networks and question categories. As well as they used LSTM to
encode the questions. After concatenating the question with user embedding, they rank
the similarity between the new question and the historical question. They collected the
dataset from Quora, and user relationships were collected from Twitter. They claim that
the proposed method has outperformed other state-of-the-art methods where they
conducted the experiments with a 40.67 MAP score.

A Siamese-LSTM and bidirectional Siamese-LSTM have been proposed by (E. Karimi
et al., 2019) to handle question similarity tasks. The Bi-directional Siamese-LSTM
perform better than Siamese-LSTM, with a difference of 12.72 F1 score point. The
bidirectional Siamese-LSTM obtains a 98.76 F1 score with SemEval 2017 task B
(Nakov et al., 2017).

To calculate Arabic question semantic similarity, (H. Al-Bataineh et al., 2019) proposes
anovel architecture that handles MSA and 24 major Arabic dialects benchmarks dataset
named NSURL-2019 Task 8 (Seelawi et al., 2019) and MADAR (Bouamor et al.,
2018), respectively. They propose several approaches grouped into three categories:
first, word embedding, which is Word2vec or ELMO. Second, the sentence
representations, which are LSTM or RandLSTM. Third, the prediction layer, which is
Focus Layer or Dot Product& Absolute Distance (DPAD). All models were trained on
the MSA dataset and then tested with NSURL-2019 and MADAR. For NSURL-2019,
the Elmo + TrainableLSTM + DPAD obtains a 93.00 F1 score and surpasses other
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models by at least 3 points. For the MADAR dataset, Elmo + TrainableLSTM +
FocusLayer obtains an 82.00 F1 score and surpasses other models by at least 11 points.

To handle detecting duplicate questions, (Imtiaz et al., 2020) proposes a Siamese
MaLSTM (Manhattan distance LSTM). They use a blend of three words embedding
those are GoogleNewsVector (Word2vec), FastText, FastText SUBWORD. The
Siamese MaLSTM have been trained with each word embedding individually. Then,
they use a blend of these trained predictions. The Siamese MaLSTM with blend word
embedding obtains an accuracy of 91.14 with the Quora Question Pairs dataset (Iyer et
al., 2017).

The work presented by (Bihani and Walke, 2020) implemented a Siamese MaLSTM
model with character-level embedding to detect duplicate questions. The Siamese
MaLSTM achieve an accuracy of 76.40 with the Quora Question Pairs dataset (Iyer et
al., 2017). Compared to the study (Imtiaz et al., 2020), we conclude that word
embedding performed way better than character-level embedding.

The questions similarity and answer selection tasks have been studied by (Attardi et al.,
2017). They proposed ThreeRNN that is based on LSTM obtains an accuracy of 73.86
with SemEval-2017 Task 3 subtask B.

The (Nassif et al., 2016) propose a neural network model based on stacked BILSTM
and MLP. The proposed architecture with double BILSTM obtains a MAP of 74.98
with SemEval 2016 tasks B. The proposed architecture did not surpass the baseline
approach, where baseline BOV achieved 75.06 MAP (Nakov et al., 2016).

An adversarial domain adaptation claimed to be first studied by (Shah et al., 2018). The
adaption model contains three components, the BILSTM encoder, the MLP domain
classifier, and the similarity function. They used three datasets, Stack Exchange which
has four subsets: (AskUbuntu, SuperUser, Apple and Android), Sprint FAQ, and
Quora. The best performance is achieved when they use both source—target datasets
from Stack Exchange. More specifically, when using the SuperUser subset as a source,
the model obtains an AUC of 79.60, 86.10, 79.60, and 93.20 with AskUbuntu, Apple,
Android, and Sprint FAQ target datasets. Besides, using the AskUbuntu subset as a
source, the model obtains an AUC of 91.10 and 93.70 with SuperUser and Sprint FAQ
target datasets. However, using the Quora dataset as source data lead to the worse result.

An LSTM-based Question Retrieval (LSTMQR) approach that is based on Siamese
LSTM along with Manhattan distance was proposed by (Othman et al., 2019) to handle
question retrieval. They use Quora Question Pairs (Iyer et al., 2017) to train Siamese
LSTM. They use Yahoo! Answers dataset (Zhang et al., 2016) for evaluation. For
Arabic, they translate the same English dataset using Google translator. The LSTMQR
obtains a MAP of 57.39 and 45.13 with English and Arabic datasets, respectively.

A Siamese-LSTM has been augmented with a dense layer by (Kumari et al., 2021) to
detect duplicate questions. The SiameseLSTM + Dense Layer with hand-engineered
features obtains an accuracy of 89.11 with the Quora Question Pairs dataset (Iyer et al.,
2017).

To recognize question entailment, (Ben Abacha and Demner-Fushman, 2019)
implement an RNN with GloVe vectors. The RNN with GloVe achieves an accuracy
of 83.62 and 93.12 with Quora Question Pairs (Iyer et al., 2017) and Clinical-QE
datasets (Ben Abacha and Demner-Fushman, 2017), respectively. They propose
consumer health questions test dataset and use the Clinical-QE as training. The RNN
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with GloVe obtains 57.18 in accuracy with the proposed CHQs-FAQs pairs test dataset.
However, the Logistic Regression obtain a better result with a 73.18 accuracy score.

3.3.2.2 RNN and CNN

This subsection summarizes eight studies that employ RNN and CNN. More precisely,
three studies investigating the RNN and CNN individually as (L. Wang et al., 2020),
(Wang et al., 2019), and (Uva et al., 2018). Moreover, one study explored the effect of
CNN and RNN individually and integrated them (Kumar et al., 2019). Besides, four
studies propose a model that is based on both RNN and CNN those are (Yang et al.,
2020) based on BiLSTM and CNN, (Peng et al., 2019), (Mohtarami et al., 2016), and
(Kamineni et al., 2018) based on LSTM with CNN.

To detect duplicate questions, (L. Wang et al., 2020) implement CNN, RNN, and
LSTM with Word2vec representation. The experimental Stack Overflow dataset
contains six subsets named Java, C++, Python, Ruby, Html, and Objective-C. The CNN
was competitive with LSTM, where both achieved 76.76 recall-rate@5 with the Ruby
subset. However, for all datasets, LSTM obtains the highest result in terms of recall-
rate@?5.

Exploring the effect of CNN, LSTM, and RNN to detect duplication questions of Stack
Overflow has been studied by (Wang et al., 2019), where DQ stands for duplication
question. The Stack Overflow dataset contains six subsets those are: Java, C++, Python,
Ruby, Html, and Objective-C. With Java, Ruby, Html, and Objective-C subsets, LSTM
performed slightly better in terms of recall-rate@5. However, with C++, Python CNN
achieves slightly better results in terms of recall-rate@5.

Four machine learning and five deep learning algorithms have been experimented by
(Kumar et al., 2019) to identify semantically similar questions. The deep learning
models are CNN, CNN-LSTM, LSTM-CNN, LSTM with Manhattan Distance, and
LSTM with Euclidean Distance. In terms of the deep learning model, the highest
performance was achieved by LSTM with Euclidean Distance, with an accuracy of
80.14 with the Quora Question Pairs dataset (Iyer et al., 2017).

A text-matching aggregation has been handled by (Yang et al., 2020), who proposes
enhanced LSTM that consists of five layers, including a fusion layer that is based on
combining BiLSTM with MCNN (Multi-window CNN). The enhanced LSTM obtains
an accuracy of 88.09 with the Quora Question Pairs dataset (Iyer et al., 2017).

A multiple-perspective semantics-crossover (MPSC) based on LSTM and CNN is
proposed by (Peng et al., 2019) to handle three tasks, including duplicated question
identification. The MPSC achieve an accuracy of 86.66 with the Quora Question Pairs
(Iyer et al., 2017).

(Mohtarami et al., 2016) develops a bag-of-vectors (BOV) with LSTM and RCNN.
They test the proposed model on four tasks, including the question similarity task. The
BOV+RCNN and BOV+LSTM+RCNN obtain an accuracy of 79.43 and 78.14,
receptively with SemEval 2016 task B (Nakov et al., 2016).

An inject structural representations in a neural network by (Uva et al., 2018). They
inject Tree Kernels (TK) knowledge into two networks, CNN and BiLSTM. For the
Quora question pairs (Iyer et al., 2017) dataset, the CNN that is pretrained by data
labeled by TK that trained on 10k gold standard data CNN(TK-10k) obtains the best
result with an accuracy of 77.28 by a difference of 2.23 points to LSTM(TK-10k). For
SemEval 2016 task B (Nakov et al., 2016), CNN(TK) obtains an accuracy of 78.14.
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A Siamese LSTM network with 1D-CNN (1D-SLCQA) was proposed by (Kamineni et
al., 2018) for CQA. The 1D-SLCQA was trained to detect the similarity between
question and their relevant answers and tested on the question similarity task. The
Yahoo! Answers dataset is the training and validation dataset, and Yahoo data (Zhang
etal., 2014) is the testing dataset. The 1D-SLcQA achieve a MAP of 89.30 with Yahoo!
Answers dataset.

3.3.2.3 Attention

This subsection summarizes 21 studies that employ the attention mechanism to handle
questions similarity task. We found that the attention mechanism is utilized with
various neural networks, including RNN, RNN and CNN, RNN and other neural
networks (like a feed-forward neural network), and other neural networks (such as Deep
Averaging Network and feed-forward neural network).

I Attention and RNN

Eight studies have employed attention mechanisms with RNN. More specific, one study
proposes a model that is based on LSTM, BiLSTM, and attention mechanism (Zahedi
et al., 2020); two studies combine the LSTM with attention mechanism (Romeo et al.,
2016) and (Othman et al., 2020); and five studies integrate BILSTM with attention
mechanism (Ma et al., 2018), (Khurana et al., 2017), (Hou et al., 2019), (Zhou et al.,
2021), (Hamza et al., 2020).

An attention mechanism was proposed and used with BILSTMs by (Ma et al., 2018) to
measure the semantic similarity between the user query and candidate questions. The
candidate questions were chosen from KB via professional similarity matching. Then,
they compute the similarity of the keywords and multiply it with the calculated
semantic similarity. They used Quora-Question-Pairs to train the neural network and
evaluate the system using their collected dataset. The Accuracy obtained by BiLSTMs
with attention mechanism and keywords similarity is 95.00. To answer FAQ, (Khurana
et al., 2017) proposed an automated assistant. They develop iteratively trained hybrid
deep learning architecture that combines a Siamese and Classifier network named
HSCM-IT. The major features of HSCM-IT are, firstly, integrating the BiLSTMs
classier with a Siamese BiLSTMs network. Secondly, iteratively feeding the
misclassified training data to the Siamese network and using the squared-KL-
divergence loss function. They conducted the experiments with 90.53, 84.93, and 95.12
average accuracy on the HIS, Leave, and 20Newsgroups dataset, respectively. Their
experiment result shows that the iteratively trained hybrid network surpasses other
approaches. Besides, the result proves that it utilizes from integrating classification and
Siamese networks by overusing them individually.

A dual-layer attention mechanism model based on BiLSTM was proposed by (Hou et
al., 2019) to handle question matching pairs. The dual-layer attention mechanism
obtains an accuracy of 88.91 with the Quora question pairs dataset (Iyer et al., 2017).

An LSTM with an attention mechanism was implemented by (Romeo et al., 2016) to
handle question retrieval tasks. The LSTM with attention achieved a 67.96 MAP with
SemEval 2016 task B (Nakov et al., 2016). The LSTM did not surpass the baseline

approach, where the Google baseline achieves 74.75 MAP.
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Finding historical questions that are relevant or equivalent to the input inquiry have
been handled by (Zahedi et al., 2020). They propose an end-to-end Hierarchical
Compare Aggregate (HCA) that contains two models: A Sentence-Level-Compare-
Aggregate-model (SLCA-model) and Word-Level-Compare- Aggregate model
(WLCA-model). The model is based on LSTM, BiLSTM, and attention mechanisms.
The HCA-model-attention obtains a MAP of 80.12, 51.15, and 69.53 with Task B of
Semeval-2016 (Nakov et al., 2016), Semeval-2017 (Nakov et al., 2017), and
AskUbuntu.

In the seek to detect duplicate questions, (Zhou et al., 2021) proposes an interpretable
deep neural model based on attention mechanism and BiLSTM. They implement two
matching representations, integration representation (InteMatch) and sentence
matching representation (SenMatch). The InteMatch has an accuracy of 86.81, 83.80,
and 88.83 with Quora (Iyer et al., 2017), AskUbuntuTO, and Meta datasets,
respectively. The SenMatch achieved an accuracy of 75.82 and 96.08 with Quora_few
and AskUbuntuTB. The difference between InteMatch and SenMatch ranges from 0.27
to 2.79 accuracy points. Even though the dataset is extracted from the same source in
the case of Quora and Quora_few. Also, in the case of AskUbuntuTB, AskUbuntuTO,
and Meta, it was extracted from Stack Exchange. Each dataset has performed
differently with InteMatch and SenMatch.

For Arabic duplicate question detection, a Bidirectional Attention BiLSTM
(BiAttention BiLSTM) has been proposed by (Hamza et al., 2020). They use Elmo
contextual representation to map questions into vector space. They use the NSURL-
2019 Shared Task 8 dataset (Seelawi et al., 2019), and they added a new pair by
applying data augmentation. The BiAttention BiLSTM Augmented obtains an
accuracy of 93.05 with augmented NSURL-2019 Shared Task 8.

To handle question retrieval, (Othman et al., 2020) proposes an Attention-Based
Siamese LSTM (ASLSTM). They use Quora Question Pairs (Iyer et al., 2017) to train
Siamese LSTM. Besides, they use Yahoo! Answers dataset (Zhang et al., 2016) for
evaluation. Also, they use Google translator to translate the data into the Arabic
language. The ASLSTM obtains a MAP of 57.99 and 45.40 with English and Arabic
datasets, respectively.

IT Attention, RNN and CNN

This subsection presents four studies that used attention mechanisms with RNN and
CNN. More precisely, one study combines attention mechanism with either GRU or
Recurrent Convolutional Neural Network (RCNN) (Gupta et al., 2018).

Besides, three studies propose a model that combines RNN, CNN, and attention
mechanism; those are: (Zhang and Chen, 2019), where they integrate BiLSTM,
BiGRU, CNN, and Multi-Head Attention. Besides, (Cai et al., 2020) where they
integrate CNN, stacked BiLSTM, and coattention mechanism. Also, (Lan and Xu,
2018) where they combine BILSTM, CNN, and Decomposable Attention Model

To handle the detection of duplicate questions, (Zhang and Chen, 2019) implement a
Multi-Head Attention model. Besides, they propose a Credible Voting algorithm (CV).
They use an ensemble model that integrates neural networks and considers each one as
an individual learner. The ensemble model integrates the following neural network:
BiLSTM, BiGRU, CNN, Multi-Head Attention, BILSTM with attention, BiIGRU with
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attention. The ensemble model with the proposed CV obtains an accuracy of 8§9.30 with
the Quora question pairs dataset (Iyer et al., 2017).

A model that integrates CNN, stacked BiLSTM, and coattention mechanism named
CNN-SBiLSTM-coA has been proposed by (Cai et al., 2020) to handle question pair
matching. They use two Chinese datasets, CCKS2018 and IPC-QA, in the financial
domain and restricted domains, respectively. The CNN-SBiLSTM-coA has an F1 score
of 86.61 and 81.21 on CCKS2018 and IPC-QA, respectively.

A systematic study to compare state-of-the-art models was provided by (Lan and Xu,
2018). They experiment five neural networks to handle several sentence pair tasks,
including questions similarity task. The implemented models are the Shortcut-Stacked
Sentence Encoder Model (SSE), the BILSTM Maxpooling Network (InferSent), the
Pairwise Word Interaction Model (PWIM) based on CNN, the Decomposable Attention
Model (DecAtt), and the Enhanced Sequential Inference Model (ESIM). SSE achieved
the best result with an accuracy of 87.80 with the Quora question pairs dataset (Iyer et
al., 2017). InferSen gained the second-best result with an accuracy of 86.60. Both SSE
and InferSen based on BiLSTM.

(Gupta et al., 2018) proposed two encoder architectures that combine attention
mechanism and taxonomy features with either GRU or RCNN. They construct a
Semantic SQuAD dataset based on a portion of the SQuAD dataset. They perform two
tasks, semantic question ranking and semantic question classification. For question
ranking, Tax+RCNN-Attention obtains an accuracy of 83.82 and 83.71 with simple and
complex subsets of POQR dataset (Bunescu and Huang, 2010) and MAP of 83.12 with
Semantic SQuAD dataset. For question classification, Tax+RCNN-Attention obtains
an accuracy of 82.25 and 83.17 with Semantic SQuAD and the Quora question pairs
(Iyer et al., 2017) datasets.

III Attention, RNN, and other neural networks

This subsection summarizes three studies that implement attention mechanisms with
RNN and Transformer. More specifically, one study implemented Siamese BiLSTM
and BioBERT individually (Bandyopadhyay et al., 2019). Besides, two studies
integrate Siamese LSTM with either BERT embedding (Meshram and Kumar, 2021)
or RoBERTa sentence embeddings (Chopra et al., 2020).

To recognize entailment between two questions, (Bandyopadhyay et al., 2019)
implement a five-run, those are Siamese BiLSTM with Word2Vec, BioBERT
embedding fed into two dense layers, finetuning BioBERT that pre-trained on PubMed
abstracts, Siamese BiLSTMs with Google News Word2Vec, and finetuning BioBERT
that pre-trained on both PubMed abstracts and PMC articles. The Siamese BiLSTM
with Word2Vec surpasses other runs and achieves an accuracy of 53.20 with MEDIQA
2019 subtask RQE dataset (Abacha et al., 2019). The second-best result was achieved
by BioBERT embedding fed into two dense layers with a 50.60 accuracy.

A deep contextual long semantic textual similarity network based on Siamese LSTM
has been proposed by (Meshram and Kumar, 2021) to detect sentences similarity. They
have experimented with different combinations of word embedding, including BERT,
Elmo, Universal sentence Encoder (USE), GloVe, and Word2vec. The USE with BERT
performed better than other embeddings with an accuracy of 82.36 with the Quora
question pairs dataset (Iyer et al., 2017).
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To detect queries to question similarity, an ensemble model which consists of Siamese
LSTM was developed by (Chopra et al., 2020). They use an SVC classifier to combine
various scores, including normalized, un-normalized, fuzzy-match, average word2vec
embeddings, and RoBERTa sentence embeddings. They experiment on their custom
organization's internal test dataset. The ensemble model (M5) obtains an accuracy of
81.18 and 75.65 with Quora question pairs (Iyer et al., 2017) and the internal test
datasets, respectively.

IV Attention and other neural networks

This subsection summarizes six studies that employ the attention mechanism to address
question similarity task. More piratically, all the studies employ a transformer-based
models (Yang et al., 2018), (Zhou et al., 2019), (Suneera and Prakash, 2021), (Saxena
et al., 2021), (McCreery et al., 2020), and (Cai et al., 2021).

A novel approach that is based on a transformer encoder to represent sentence
embedding using conversational data is proposed by (Yang et al., 2018). The proposed
sentence representation has been experimented with SemEval 2016 task B (Nakov et
al., 2016). A multitask model (Reddit+SNLI) uses a shared Transformer encoder
resulting in vectors that are fed into a feedforward network followed by a softmax layer.
The Reddit+SNLI obtains 47.42 MAP with SemEval 2016 task B. However, even
though the model is based on Transformer, it did not surpass the baseline, but it
performed competitively to baseline models.

To address recognizing question entailment, an adversarial multi-task network
(AMTN) and single-task network (STN) were proposed by (Zhou et al., 2019). The
proposed model utilizes a pretrained BioBERT model as an embedding layer and uses
Interactive Transformer to effectively capture long dependency. The STN obtains an
accuracy of 50.00 with the BioNLP 2019 RQE task (Abacha et al., 2019).

For question representation, (Suneera and Prakash, 2021) utilizes a sentence
transformer finetuned on the BERT language model. The topic values were obtained
by latent Dirichlet allocation (LDA) and were included with BERT to improve the
question representation. BERT+Topic achieve a MAP of 73.26 with Quora question
pairs dataset (Iyer et al., 2017).

To find semantic similarity of duplicate questions, (Saxena et al., 2021) implements a
transformer-based universal sentence encoder and deep averaging network (DAN)-
based USE. The transformer-based USE and DAN-based USE achieve an accuracy of
85.00 and 83.61 with the Quora question pairs dataset (Iyer et al., 2017).

An approach of double finetuning for question-question similarity task was proposed
by (McCreery et al., 2020). They released a medical question pair named MQP dataset.
They finetune the BERT and XLNet on intermediate tasks, including Quora question
pairs (Iyer et al., 2017), HealthTap, and WebMD (Nielsen, 2017). The BERT and
XLNet finetuned on the HealthTap intermediate task achieved 81.60 and 82.60 with the
MQP dataset. They concluded that training on related in-domain medical datasets
outperforms out-of-domain datasets.

Rather than using the traditional method to handle candidates’ questions retrieval, a
densely connected Transformer (DenseTrans) was developed by (Cai et al., 2021). The
DenseTrans get a MAP of the top 100 retrieved questions of 53.94 and 52.38 with
Quora question pairs (Lyer et al., 2017) and WikiAnswers (Fader et al., 2013) datasets.
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3.3.2.4 Other neural networks

This subsection summarizes four studies that implement several types of neural
networks, such as, DNN (Ghosh et al., 2017), Artificial Neural Network (Dhakal et al.,
2018), MLP (Zhang et al., 2018a), and deep structured semantic model (Afzal et al.,
2016).

Two stage question retrieval method that integrates both question retrieval and
reranking is presented by (Ghosh et al., 2017). The first phase uses DNN to retrieve
similar questions to a given query. The second phase re-ranks the similarity of the
retrieved question. The DNN retrieval model trained with significant lexical, syntactic,
and semantic features obtains a 64.4 MAP score on the AskUbuntu dataset. The DNN
reranked individually with both recursive (R®) and non-recursive (RN?) cumulative
support. They denote retrieval DDN to specify the top generators as R(DNN). The DNN
+ RR (DNN) achieves the highest result of a 65.80 MAP score. To detect question
duplication, (Dhakal et al., 2018) uses Artificial Neural Network with the extracted
feature. The proposed model obtains 80.74 Accuracy scores on the Quora question pairs
dataset (Iyer et al., 2017). Detect duplicate questions in programming has been
addressed by (Zhang et al., 2018a), where they address the problem as a two-stage
ranking-classification task. In the classification stage, they investigate the effect of
different categories of features with different kinds of classifiers. They found that
Multi-layer Perceptron with the combinations of all three categories of vector similarity
feature (VS), relevance feature (RE), and association feature (AS) obtains the highest
result. They called their system DupDetector, and they used two datasets to evaluate
the DupDetector system. The system obtains 82.30 F1 scores on the Quora dataset and
95.40 F1 scores on the Java-related questions subset of Stack Overflow datasets.

Different techniques were proposed by (Afzal et al., 2016) to handle various tasks,
including the questions similarity task. The techniques are techniques based on lexical-
semantic (runl), deep structured semantic model (DSSM) (run2), and run3, which is a
combination of runl and run2. The best result was achieved by run3 with a Pearson
correlation of 74.70 with SemEval 2016 English STS task question-question (Agirre et
al., 2016).

3.3.2.5 The reflection and analysis of reviewed studies

In the review in Subsection 3.3.2, 18 studies have utilized the Quora Question Pairs
dataset, the highest performance achieved by the Siamese MaLSTM (Imtiaz et al.,
2020) with an accuracy of 91.14 (Table 3-4). However, even though (Bihani and Walke,
2020) implement the Siamese MaLLSTM, there is a difference in the performance with
14.74 accuracy points in favor of (Imtiaz et al., 2020). This difference can be explained
by the type of text representation where (Imtiaz et al., 2020) used a blend of word
embedding (Word2vec, FastText, and FastText SUBWORD) and (Bihani and Walke,
2020) used character-level embedding. The second-highest performance was achieved
by the ensemble model that integrates BiLSTM, BiGRU, CNN, and Multi-Head
Attention (Zhang and Chen, 2019), which obtained an accuracy of 89.30.

In terms of MAP, the best performance among five studies with SemEval 2016 task B
was obtained by HCA-model-attention (Zahedi et al., 2020), that is based on LSTM,
BiLSTM, and attention mechanism with an 80.1 MAP. Moreover, with SemEval 2017
task B (Zahedi et al., 2020) achieved better performance than ThreeRNN (Attardi et al.,
2017), with a difference of 8.91 MAP points. In terms of accuracy, the bidirectional
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Siamese-LSTM (E. Karimi et al., 2019) obtains better performance than ThreeRNN
(Attardi et al., 2017), with a difference of 25.39 accuracy points.

Using Stack Overflow dataset, (L. Wang et al., 2020) and (Wang et al., 2019) both
implement LSTM and CNN; however, the former utilizes Word2vec representation,
and it achieves better performance by a difference reaching 23.08 recall points.

What is noticed with the question ranking task is that most methods that achieve the
highest performance in Table 3-4 have used RNN, answering Q6. More specifically,
(Imtiaz et al., 2020), (Kumari et al., 2021), (E. Karimi et al., 2019), and (L. Wang et
al., 2020) employed RNN. Furthermore, (Zhang and Chen, 2019) and (Zahedi et al.,
2020) employed an attention mechanism with RNN.

Table 3-4 illustrate the major component of studies in Subsection 3.3.2 that use deep
learning to address ranking question task in the following manner: paper citation, neural
network method, dataset, dataset size, metric, and the result. Table 3-4 below answers
both Q2 and Q3. The metrics used by the related studies are Accuracy, F1 score, MAP,
area under the curve (AUC), Recall, and Pearson correlation.

Table 3-4: Question ranking studies

; Result
Dataset size .
Paper Method Dataset (train/dev/test) Metric o
BLSTM 1I 72.60
(Anetal., 2016) Yahoo! Answers NA Accuracy
BLSTM 1 69.20
4,322
(Yeetal, 2017) | pre-trained RNNs Chinese dataset 5-fold cross MAP 88.14
validation
DS-Min 5,930 75.00
(Zafar et al.,
2019) Tree-LSTM F1 score
DS-Noise 11,257 84.00
They collected the
dataset from
(Chen et al., Quora, and user 40,36/ NA/
2018) HSIN relationships 10,090 MAP | 40.67
collected from
Twitter.
(E. Karimi et Bidirectional SemEval 2017
al., 2019) Siamese-LSTM task B NA Flscore | 98.76
Elmo +
TrainableLSTM + | NOURLROT 11 997/ Na/ NA 93.00
_ DPAD S
(H. Al-Bataineh F1 score
etal., 2019)
Elmo +
TrainableLSTM + MADAR 40,464 82.00
FocusLayer
(Imtiaz et al., Siamese Quora Question 303,263/ NA/
2020) MaLSTM Pairs 101,087 Accuracy | 91.14
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(Bihani and Siamese Quora Question | 300,000/ 100,000/
Walke, 2020) MaLSTM Pairs 100,000 Accuracy | 76.40
(Attardi et al., SemEval 2017
2017) ThreeRNN task B NA/NA/ 880 Accuracy | 73.86
. Based stacked
(Nassifetal, | pir STM and SemEval 2016 | ) 669/500/700 | MAP | 74.98
2016) task B
MLP
SuperUser/AskUb 79 60
untu
SuperUser/Apple 86.10
(Sh;‘(})ll"g)al" Adaption model S“perUsgr/ Androi | g 106/1,000/1,000 | AUC | 79.60
AskUbuntu/Super 91.10
User
AskUbuntu/Sprint 93.70
English Quora
YQhueS'tIZIIll and Yahoo! Answers: 57.39
anoo! SWers NA/NA/ 1,624
(Oth%alngft al, LSTMQR MAP
Arabic Quora Quora: 360,000/
Question and 40,000/ NA 45.13
Yahoo! Answers
(Kumari et al., SiameseLSTM + Quora Question 404,290/ NA/
2021) Dense Layer Pairs 2345795 | Accuracy | 89.11
Quora Question 323,423/ 40,428/ 83.62
Pairs 40,428 ’
(Ben Abacha
and Demner- RNN+ tGrl"Ve Clinical-QE 6870/ 859/ 859 | Accuracy | 93.12
Fushman, 2019) vectors
Clinical-QE and
CHQs-FAQs 6870/ NA/ 850 57.18
28,554/ NA/
Java 7.138 82.06
17,662/ NA/
C++ 4416 80.15
(L. Wang et al., LSTM with Pvth 14,130/ NA/ recall- 79 61
2020) Word2vec ython 3,532 rate@5
Ruby 3,334/ NA/ 834 76.76
Html 9,712/ NA/ 2,428 81.58
Objective-C 7,406/ NA/ 1,852 78.39
(Wang et al., 17,662/ NA/ recall-
2019) CNN Cr 4416 rate@s | 000
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14,130/ NA/

Python 3.532 56.53
28,554/ NA/
Java 7138 59.35
LSTM Ruby 3,334/ NA/ 834 54.96
Html 9,712/ NA/ 2,428 58.84
Objective-C 7,406/ NA/ 1,852 55.81
LSTM with .
(Kumar et al., . Quora Question 404,290/ NA/
2019) EDuicsltfrf;“ Pairs dataset 3563,475 Accuracy | 80.14
(Yang et al., Quora Question 291,133/ 32,348/
2020) Enhanced LSTM Pairs dataset 80,870 Accuracy 88.09
(Peng et al., Quora Question 323,431/ 40,429/
2019) MPSC Pairs dataset 40,429 Accuracy | 86.66
(l\i‘{ht%al‘g; | BOV+RCNN Sen:fsf;l éow NA Accuracy | 79.43
) Quora Question 384,358/
Svaetal CNN(TK-10k) Pairs 10,000/10,000 77.28
( ‘2/3 le 8)a ” Accuracy
CNN(TK) SemEval 2016 | 560/ 500/ 700 78.14
task B
TR, Dev: Yahoo!
(Kamineni et ID-SLCQA Answers 2 M/ 400,000/ MAP 89.30
al., 2018) 1,423 '
TS: Yahoo data
BILSTMS + TR: Quora_
attention Question-Pairs
(N;%T%al., mechanism + ) NA Accuracy 95.00
) keywords TS: their collected
similarity dataset
Leave 2,801/ 934/ 934 84.93
Kh | HSCM-IT ’ } Average
urana et al., 4,276/ 1,426 accuracy
2017) + SQRT-KLD HIS 1,426 ver10 | 203
loss function runs)
20Newsgroups 7,507/ 787/ 5,415 95.12
(Hou et al., 2‘;‘;111;3? Quora question | 380,000/10,000/ | , | oo
2019) mechanism pairs dataset 10,000 Y ’
(Romeo et al., LSTM with SemEval 2016
2016) attention task B 2,669/ 500/ 700 MAP 67.96
SemEval 2016
(Zahedi et al., HCA-model- task B 2,670/500/ 700 MAP 80.1
2020) attention
SemEval 2017 2,670/ 500/ 880 51.15
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task B

254,480/ 4,000/
AskUbuntu 4,000 69.53
Quora question | 30410/ 10K/ 10K 86.81
pairs
InteMatch AskUbuntuTO NA 83.80
(Zhou et al., Accurac
2021) Meta 20K/ 1K/ 4K Y1 8883
Quora_few 30K 75.82
SenMatch
AskUbuntuTB 24K/ 1K/ 6K 96.08
(Hamza et al., BiAttention NSURL-2019
2020) BiLSTM Shared Task 8 36,990/NA /3,858 | Accuracy | 93.05
English Quora
YQhueS'nZl:l and Yahoo! Answers: 57.99
anoo= ANSWEIS | NA/ 644/ 1,624
(Othman et al., ASLSTM MAP
2020) Arabic Quora Quora: 400,000/
Question and NA/NA 45.40
Yahoo! Answers
(Zhang and Quora question 323,432/ 40,429/
Chen, 2019) Ensemble pairs 40.429 Accuracy 89.30
CCKS2018 100’010 (? 6(1)8’000/ 86.61
(Caietal., The CNN- ’ F1 score
2020) SBiLSTM-coA 6,300/ 1.260/
IPC-QA ’ 1.890 81.21
(Lan and Xu, Quora question 384,348/ 10,000/
2018) SSE pairs 10,000 Accuracy 87.80
Simple POQR NA 83.82
Complex POQR NA 83.71
(Gupta et al., Tax+RCNN-
2018) Attention Semantic SQUAD 8°°02°{)(2)b°°0/ Aceuracy | ¢) 55
Quora question 74,232/ 10,000/
: 83.17
pairs NA
(Bandyopadhya | Siamese BiLSTM MEDIQA 2019
yetal, 2019) with Word2Vec subtask RQE 8,588/302/230 | Accuracy 33.20
(Meshram and USE+BERT Quora question 280,000/ NA/ Accurac 8236
Kumar, 2021) | Siamese LSTM pairs 120,000 y :
Quora question 323,479/ NA/
(Ch t al pairs 80,811 81.18
opra et al., )
2020) MS5 ensemble Accuracy
internal test 5,196/ NA/ 1,195 75.65
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(Yang et al.,
2018)

(Zhou et al.,
2019)

(Suneera and
Prakash, 2021)

(Saxena et al.,
2021)

(McCreery et
al., 2020)

(Caietal.,
2021)

(Ghosh et al.,
2017).

(Dhakal et al.,
2018)

(Zhang et al.,
2018a)

(Afzal et al.,
2016)

3.4 Conclusion

This chapter systematically reviews the existing literature on ranking question-answer
pairs and question similarity using deep learning. Starting by describing the employed
systematic literature review methodology by defining the review research questions and
explaining the search strategy. Afterward, categorizing the related literature. Then,
presenting and summarizing the related literature. Ending by discussing the reflection

Reddit+SNLI+
cosine similarity

BioBERT +
InteractiveTransfo
rmer

BERT+Topic

transformer-based
USE

XLNet

DenseTrans

DNN + RR (DNN)

Artificial Neural
Network

Multi-layer
Perceptron
(VSH+RE+AS)

run3: DSSM+ on
lexical-semantic

SemEval 2016
task B

BioNLP 2019
RQE task

Quora question
pairs

Quora question
pairs

Intermediate:
HealthTap

Target: MQP

Quora question
pairs

WikiAnswers

AskUbuntu

Quora question
pairs

Quora

Java-related
questions

SemEval 2016
English STS task
question-question

NA

8,588/302/ 230

404,290/NA
/1,500

320,000/ NA/
80,000

MQP:
2,212/ NA/ 836

79,641/ 6,520/
6,520

100,000/ 5,000/
5,000

4,341/ 200/ 186
queries

167,765 Q

363,861/ NA/
40,429

149,274 split
ratio: 4-1

716,819 Q split
ratio: 4-1

NA

and remarks on the related literature for each category.
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4.1 Introduction

In machine learning research, the dataset is a major component in driving the force
behind the scientific developments. In the literature, there are plenty of English question
similarity datasets, almost up to twenty, that are depicted in Subsection 3.3.2. For
example, Yahoo! Answers (Zhou et al., 2016), Quora dataset (Chen et al., 2018). Also,
subsets of Stack Overflow datasets like English, Travel, Movie, and Bicycle that
studied by (Zhang et al., 2018b), and Java-related questions subset that studied by
(Zhang et al., 2018a).

On the other hand, there is a scarcity of Arabic language datasets. For that reason, we
contribute to this area by curation and exercising an Arabic question answering dataset
called “Tawasul,” presented in Section 4.2. In this chapter, the target Arabic question-
answering text datasets are presented. Namely, in Section 4.2 the Tawasul dataset is
defined along with the dataset acquisition and the annotation process. Afterward,
Section 4.3 illustrates the curation methods for the Tawasul dataset. Then, Section 4.4
describes the proposed automated annotation process for the Tawasul support dataset.
Next, Section 4.5 presents a short sketch of the SemEval dataset. In the end, Section
4.6 closes by describing the pre-processing of the target datasets. This chapter
contributes to this area by constructing an Arabic question similarity dataset called
“Tawasul” using the proposed automated annotation algorithm where the proposed
algorithm results in a dataset containing 44,404 entries.

4.2 Tawasul Dataset

This section presents the first dataset which is one of the main contributions to the
thesis. Namely, we present the process of acquisition, correction, and annotation for
the Tawasul support system.

In the following, we firstly, define the Tawasul dataset in Subsection 4.2.1. Then,
present the process of Tawasul dataset acquisition in Subsection 4.2.2. Afterward, the
Tawasul dataset manual annotation by language experts is depicted in Subsection 4.2.3.

4.2.1 Dataset definition

Tawasul "Jd=al 5" is a communication service platform that enables the submission of
inquiries, proposals, and complaints on issues associated with the education process to
the MOE'. According to (Alhumoud, 2019), Tawasul provides a ticketing system that
manages and supports providing answers to beneficiaries. The beneficiaries, in this
case, are educational institutions’ staff of both higher and public education sectors,
including teachers, faculty members, administrative staff, students, students’ parents,
other staff, and individuals who want to contact the ministry. The answers are provided
in a timely manner with hundreds of human employees in different control layers from
different sectors and departments. However, the questions in many cases, are repeated,
and the employees have no choice but to repeat their answers every time.

!https://tawasul.moe.gov.sa
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4.2.2 Dataset Acquisition

This section answers the second part of RQ1. The first contact to request the data from
the Tawasul department in MOE was in October 2019. Then, the request process was
followed up until we received a small sample of 11,415 pairs of questions in December
2019. After that, the requesting process was followed up until we acquired the
question-answer corpus of 21,767 pairs in September 2020. The process spanned more
than one year for logistic reasons that are out of our control.

4.2.3 Language Experts Manual Annotation

The Tawasul dataset is a collection of categories, questions, and answers from the
Tawasul platform. The dataset contains the following 21 columns: up to four levels of
query classification, actual inquiries asked by users, keywords for the inquires, answers
to the questions written by MOE staff, up to fourteen similar questions, where up to ten
similar questions were provided by Tawasul, as shown in

Table 4-1, and other similar questions are appended after data curation as described in
Section 4.3. Two phases of annotation have been performed, the first phase is the
manual annotation by language experts from MOE staff, more details on classes,
keywords, and questions will be explained later in this section. The second phase is the
automated annotation applied in order to append the suitable irrelevant examples for
each inquiry. This was created by an algorithm proposed to search for the irrelevant
question that has the same first-level category (level 1) and different combinations of
categories for the last three levels (level 2, level3, level 4). This is important for finding
the irrelevant question, the process further explained in Section 4.4.

For the manual data annotation, the language experts worked to put similar questions
“from 5 to 10 questions” for each inquiry asked by the user. The inquiries are the FAQ
questions on the Tawasul? platform, where each inquiry has an answer and keywords
that are created by the language experts, as shown in Figure 4-1. Besides, each inquiry
has up to four levels of categories selected by the user before submitting the inquiry.
The description of categories levels are as follows: the first level has three classes,
where each class has a separate excel sheet; the classes are:

“eralall sl (g i “alall sl (5 g and “omlY) (pih gall (5 51 the second level
has 12 classes, the third level has 68 classes; the fourth level has 48 classes. The dataset
has 2,098 inquiries, answers, and keywords, also 21,767 related questions that are split
into three sheets.

A sample of the dataset is presented in

Table 4-1. Even though some questions are phrased differently, they are semantically
similar such as Q2 and Q3 in

Table 4-1 below, “_2 87 which is a program name that seeks to Saudization the labor
market, is semantically similar to “desll (35 33 52” which mean Saudization the labor
market. Besides, more examples are presented in Q2 and Q3 in Table A-1 (A, B) in
Appendix A.

2 https://tawasul.moe.gov.sa
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Figure 4-1: Example of FAQ in Tawasul platform

widll @call  gudwiall Jg3s  adTasylio SR Ayl
e
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SJas=ll Gguw wilkhg dagauy plall )algs aalipy gala

e @aso Jolgill elilkalg (Waa) dpiull 3ylgall &aii Ggain ga ggleill Jasll Gow s Wilkigll 83gsuw g gibgi J1ao tid @ulsill g wyaill aulall & aljslo wasl ga Jalgs aaliy
keywords | 20liy - Josll - Gguw - 6)gmu-J)|gSF20033320 : aagall @ayll

n 09:43:40 08/04/39 : pinill ay)li

Table 4-1: Example from the dataset with manual annotation

Row Column

pladl addatll (g sisa | Category 1

(AL clallaias) | Category 2

None | Category 3

None | Category 4

Sdanll (3 g il 9 83 grasy galAll )3l S mali  sala | Inquiry asked
by the user

d«ud\-d.ac-é}u_ia‘,mﬂ_ﬁéjm_uaia_@u_)g_)dbs Inquires
keywords

il gl 83 gaas 5 (pada 5 Jlae (A aaladl) 5 il ) AS 5l jalia (o) 5o 535S a0 Answer
) <) & ) 2 ) gall dgati (§ gaina ae O slailly Jandl (§ 9o (S

920033320 12 sall o8 )11 o agra Jual sill clilSaly

83 gms ale Sdaall (3 g il 5 83 gmu JiaTle € 500 S el gl 982 gl Galdl) aUail) sala Q1

DS (i s Q2

Janll (3 g 33 gmus i Q3
2SS e iy A (e Q4
DS s i Q5

DI e s Q6

IS e Gy Q7

M‘é}u'&é)ﬂd}‘ﬁj Q8
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EJM u.al;“ ew\ u.u} Q9

V8 G adal i Q10

4.3 Tawasul Dataset Curation

The dataset has multiple issues that need to be processed before the actual BILSTM-
based model execution, answering RQ2. Those four issues are explained as the
following:

The dataset has empty cells in the middle of a row which affects the automated
annotation process. More precisely, as shown in Table 4-4 line 33, the empty cell
is counted; this causes missing an irrelevant question, resulting in an unbalanced
dataset. To avoid this, we print the data that have empty cells in the middle and fix
them manually.

In the pre-processing stage explained in Section 4.6, after removing duplicate
question marks (%) or (¢ ¢) within (f), we observed that the 100 longest sentence
has multiple questions; this affects the learning performance negatively. In total, we
noticed 448 cells having 2 question marks or more. In specific, the cells are of three
cases, those are:

1 Cells with multiple similar questions, It has more than one similar question,
and each question has a question mark, as shown in Table 4-2 Example 1 and

2 Table 4-1 Q1. In total, 335 cells contain multiple similar questions.

3 Cells with one question and multiple question marks, Table 4-2 Example 2. In
total, 113 cells have one question that has multiple question marks.

4  Cell with multiple similar questions that only has one question mark, as
demonstrated in Table 4-2 Example 4.

In the first case, a cell with multiple similar questions, we split the questions into
separate cells to not affect the learning process in a harmful way. However, this
could not be done in an automated way because of the cells in the second case.
Thus, we scanned the 448 cells manually. To identify cells of the second case, we
will omit all Arabic question marks (f) and replace them with an English question
mark (?), as in Table 4-2 Example 3. The second case will have no Arabic question
marks (f). Thus, we can fix the first case by splitting multiple similar questions by
finding an Arabic question mark without affecting the second type of cell, that has
one question that with multiple question marks.

It turns out that 335 cells contain the multiple similar questions, the first case. We
split those repeated questions using the regular expression library in Python and
then added those questions to the related example. More accurately,

Table 4-1 QI contains five repeated questions; as presented in Table 4-3, we split
the five questions and added them as similar questions in Q1, Q11, Q12, Q13, and

Ql4.
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After presenting the 50 longest sentences in the corrected data, the third case found,
multiple similar questions that only had one question mark. Those multiple similar
questions have been split manually.

Overall, this process has increased the dataset by almost 1,000 entries and increased the
number of similar candidate questions example, up to fourteen [QI, ..., Q14], where
Tawasul only provides up to ten similar candidate questions [Q]1, ..., Q10].

Table 4-2: Example of the type of question that needs correction

Example

Explanation Questions number

= J3le )y yiall = 1ale Sl ) yiall sala Sl a4l eUA.': sala
eelllall g oOUall masll cil ) a4l (.\U'a."
Examples of multiple

similar question U*.-?éjy‘ =l n g_J“— Jpasll ‘5“-‘3’“ 4;’))45“ 2 e duasl ol 1
el s SN 2l e J sand) 435k ale § e IS
Sl JS& s 5Y) el o (e J saanll

fiagional) 24l ale s 950 Jaali dlac) ey sale

s sml Gy g € pud) ARl Casi g (o b (A e 8 JA)
Examples of one

question with multiple L5l oales fbadall (B Gl 3 le) ) il il S b 2
question marks ol guall 4
b aldas 348 53l

Padagiall Ll oale s 2380 il slac) zali sl

. 2 ssmd Cs 2 mal) AulS a5 a8 (B s B JA
Example of one question i 5 & =

with multiple question | 1a g a0l aley 2lealall 8 G 3ill 3 el o CadSs calla €0 & 3
marks after convert () ) T oL uall .
0 (?) T
o amaill (st Wy e P el alas 348 i e aal) Ja6 i
20 8 s 848 il

Qe sSall I (i phaall 4 el 53 jaa 81 5 a8 50 48 2 43 5k
e @ se Gasb el bl il B lal ahy el all Bl Ly

Example of multiple 0L AL e B 5 aBge Capel lE €
similar question that . . . ) .
only have one question pllas & emsall s lla e apill 5558 ole3) vel ge Cajel 5l 4
mark ‘5;‘)1.; LEP‘ B‘)‘J\ ‘_A\ Ja— ‘:J;\.J '5‘)\.)\)“ iy dﬂ-’j uﬁ‘)\a)d QAJLB

ou\JmU»JUe&JGEM\%uE‘_AQHM\G@‘;\A?
@J‘A’d).&‘z‘)‘d“;‘&—&S‘JBJ‘JY‘U@J&}

Table 4-3: Example of correct data by splitting multiple similar questions

Row Column
Al addatll (5 giusa Category 1
(AL cilsllaias) Category 2
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None Category 3

None Category 4
- SR . . Inquiry asked
< |
daud\ Q99 ;_uUaJ 82 g UAN ‘)J\JS GALi)g }A\.A by the user
. . . . Inquires
he ee - - - - -zl - d
dA:d dAr— T DJM 82 g — (@ G ‘)J‘)S keywords

il gl 83 g g cpda g5 Jlae (8 aalatl) 5 il Al 38 55 ) jalae (gan) s 3l S a0
) <38) &y ) o) gall At (§ gaiea ae O slailly Jandl (§ 9o (S Answer

920033320 :2n sall a8 e agra Joal sl cliSaly

53 gl (aldl) WUl gala Q1
DS (S Ui Q2

Jard) (3 5m 83 g2 (i 5 Q3
DS (e iy AU (e Q4
RS Qs

DS (e Ui Q6
DS e iy ) Q7
Jarll (3 5ms 83 g2 5l Q8
33 gmaall alall SUail) i Q9
DV G adaly i Q10
€3S mali 0 sala Q11
Sdanll (3 g il B3 grn atla Q12
Sanll (3 gu B2 g AL Q13
€318 oUai ady 13k Ql4

4.4 Tawasul Dataset Automated Annotation

In order to train a machine learning algorithm on a question/question-answer similarity
task, we need an irrelevant example so the trained model can distinguish between a
similar question and an irrelevant question. An irrelevant question is a question that is
unsimilar and has a different meaning and answer than the asked inquiry. For instance,
the inquiry asked by user is “Sdaall (§ sw il 5 83 smasy (alal) 0l S ali y sale”, the similar
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question is “S 3 S zaU @l and an irrelevant question is « & dddas Ao andill A1 ale
§ 4 Sa 424l In the literature, different methods for automatic annotation are used to
add an irrelevant question; for instance, (Cohen et al., 2018) created the irrelevant
document by a sliding window of random size. However, the correctness of annotation
is not reliable. It may cause a mistake, such as having a related document that can be
annotated as irrelevant, which harms the learning process. In addition, for data
annotation and indexing, (Damiano et al., 2016) used a rule-based method that relay on
a dictionary by matching words and synonyms. The drawbacks of this approach are;
first, it annotates both similar and irrelevant documents, which means that there is a
possibility of mistakes of annotation both similar and irrelevant documents since the
learned model can be used as a tool to find a similar document between several
candidate documents, the mistake of annotating the similar document harms the model
performance and cause data noise. The second drawback of the proposed approach is
that it cannot be used in other languages because it is based on language tools.
Furthermore, (Yan and Li, 2018) proposed an auto annotation approach based on a
dictionary that categorizes the question and then annotates through keyword matching.
The drawback of the third approach is it is based on a dictionary, so it cannot be used
in other languages.

Since the received Tawasul dataset does not contain irrelevant examples, we propose a
rule-based approach inspired by the mentioned automatic annotation methods to create
the irrelevant document, answering RQ2. The Tawasul dataset is split into three sheets
depending on the first level category; we perform the proposed automated annotation
method for each sheet separately.

Before the automated annotation, we add a label column equal to relevant (1) to the
data after the curation process, as presented in Table A-2, inAppendix A. Further
explanation, the /if row contains the following: {up to four levels of category, inquiry,
question keywords, answer, (n) candidate questions similar to the inquiry, a label which
equals “1” and it means candidate questions is similar to the inquiry}, where (n) is the
number of candidate questions.

Our approach slides the window over the inquiry by 10 or 5 and then checks if the
candidate question has a different combination of categories and the same or a greater
number of candidate questions; if this is the case, then the candidate document can be
used as an irrelevant document.

In order to add the irrelevant example, [if shifted by 10 windows, [m=i+10], if the
number of candidate questions in /m] row is greater than or equal (n) and the category
of [if is not the same as the category of /m/]. Then, the [m] row is appended, where in
this case, the similar candidate question of /m/ is considered as an irrelevant candidate
question of [fi]. Further clarification, the row that contained the irrelevant question is
formatted as follow: {up to four levels of category [i/, Qtext [i], question keywords [if,
answer [m], (n) candidate question/m/], label which equal 0 and it means candidate
questions is irrelevant to the inquiry}. Otherwise, [m=m+5] until /m] row contains
irrelevant question greater than or equal (n) and category of [i] not same as category of
[m]. The pseudocode is depicted in Table 4-4 and the result after adding irrelevant
examples for the example in Table A-2 is drawn in Table A-3, in Appendix A.

To avoid the drawback of automatic annotation methods mentioned earlier, “the
unreliable data correctness.” Also, since some categories have “None” values, as shown
n

47



® N O W N =

R U T o T T U S Ve
N oYy o W N RO

18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35

Table 4-1 category 3 and 4, this may cause incorrect annotation since python considers
two empty cells inequivalent.

Thus, lines 38 to 30 in Table 4-4 scan if there is incorrect annotation where [if is the
index of the similar question and [i+I] is the index of the irrelevant question. The
incorrect annotation is when a similar example is the same as the irrelevant examples,
nine rows that contain 117 questions have been founded and annotated manually.

Finally, we added a unique ID for every inquiry in order to compute the evaluation
metric MAP, which is described in Section 6.2. Thus, the row /[if, which contains
inquiry with similar candidate questions, will have the same unique ID as row [m],
which contains inquiry with irrelevant candidate questions, where both rows have the
same inquiry and answer as shown in Table A-2 and Table A-3, in Appendix A.

Table 4-4: Pseudocode for adding irrelevant example

Input: data= csv file of the data with columns (Cl1:C4, inquiry, Q1:Q14,
keywords, Answer, Labels)

Variable: i= data counter

j= annotated data counter

length= length of data

m= amount of sliding the window

Output: an annotated dataset by creating the irrelevant question

j=0
FOR i IN range (length) :
Annotateddata[j]=data[i]
j=j+1
n= datafi, 'Q1':'Q14'].count()
IF (i<(length-(length/4)):
m=i+10
endIF
WHILE (Cl[i]==C1l[m] AND C2[i]==C2[m] AND C3[i]==C3[m] AND C4[i]==C4[m]) or
(datafm, 'Q1':'Q14'].count()<n):
IF m< length-5:
m=m+5

ELSEIF m>=length-5:
m=1

endIF
IF ((data[m, 'Q1':'Q14'].count())==n):
AnnotatedData [j,'Cl':'keywords']=data[i, 'Cl':'keywords']
AnnotatedData [j, 'Answer':'Ql4']=data[m, 'Answer':'Ql4']
AnnotatedData [j, 'Labels'] =0
j+1
endIF
IF ((data[m, 'Q1':'Ql14'].count())>n):
AnnotatedData [j,'Cl':'keywords']=data[i, 'Cl':'keywords']
AnnotatedData [j, 'Answer':'Ql4']=data[m, 'Answer':questions[n-1]]
AnnotatedData [j, 'Labels']=0
j+1
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endIF

FOR i IN range (length/2) :

IF AnnotatedData[i]== AnnotatedData[i+1]:
PRINT (AnnotatedData[i], AnnotatedData[i+1])
endIF

For the purpose of enhancing the learning, we combine the “general education level”
“alall adlaill (5 siss sheet and “administrative staff level” “OmolaY) (pibs sall (5 5is” sheet to
create a training dataset. Also, we consider the “university level” “aslall alaill (5 gl
sheet as a testing dataset. Table 4-5 shows the numbers of the resulting balanced
Tawasul dataset after splitting it into training and testing. Besides, the number of
inquiries is the same as the number of answers since each inquiry has only one answer.
On average, each inquiry has nine duplicated questions and nine non-related questions,
where the maximum and minimum number for each of duplicated questions and non-
related questions is 14 and 3, respectively. In total, the Tawasul dataset contains 44,404
pairs of inquiries, questions, and answers.

The dataset structure after curation and automated annotation is illustrated in Table 4-6.
Table 4-6 presents the inquiry “Qtext” with similar candidate questions “Q,” which are
labeled as similar (1), and the same inquiry “Qtext” with irrelevant candidate questions
“IQ,” which are labelled as irrelevant (0). Both similar candidate questions and
irrelevant candidate questions have the same inquiry “Qtext” categories “C1, C2, C3,
C4”, 1D, and inquiry keywords.

Through this thesis, different components of the dataset have been used for several
purposes. More specifically, the categories have been used for the automated annotation
process, and candidate questions have been used to avoid unreliable data correctness,
as illustrated in Table 4-4. Moreover, the unique ID for each inquiry has been used to
compute the evaluation MAP, as described in Section 6.2. Additionally, the inquiry
with the candidate question has been used to train and evaluate the proposed model in
order to train the model on how to distinguish between the similar and irrelevant
questions to the inquiry. The input format of the dataset is described in detail in Section
5.2.

Table 4-5: Statistics about the balanced Tawasul data

Tawasul Dataset

Category Train Test
Inquiries 2,018 441
Answers 2,018 441
Inquiry keywords 2,018 441
Questions 36,016 8388

Duplicated questions 18,008 4,194
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ID

Irrelevant questions 18,008 4,194

Average of number duplicated questions

. . 9
for each inquiry
Average of number irrelevant questions 9
for each inquiry
Maximum number duplicated questions 14
for each inquiry
Maximum number irrelevant questions 14
for each inquiry
Table 4-6: Tawasul dataset structure
Inquiry Inquiry
Cl |C2 [C3 |C4 text 1 2 14 | Label
Q Keywords Answer Q Q Q
Cii | Ci2 | Ciz | Cia | Qtexti | Ki1, Ki2, ... | Awx Qi1 | Q2 Quis |1
Cii | Ci2 | Ciz | Cia | Qtexti | Ki1, K2, ... | TA11 Qi1 | IQ12 1Qis | 0
Cni | Cn2 | Cns | Cnas | Qtexty | Kni, Ko, ool | AN Qna | One Qnas |1
Cni | Cn2 | Cns | Cnas | Qtexty | Knii, Ko, ool | TANG QN1 | 1QN2 IQnas | O

4.5 SemEval Dataset

The Arabic SemEval-2016 (Nakov et al., 2016) and SemEval-2017 (Nakov et al., 2017)
Task 3 subtasks D dataset is used as a benchmark dataset. The dataset proposed for re-
ranking the correct answers for a new question task. The datasets are structured as
follows, for every inquiry (Qtext), there are 30 questions (Q) and answer (A) pairs
labeled according to their relevance to the inquiry; the labels are: directly related (D),
related (R), or irrelevant (I). Given the inquiry to the search engine, they extracted the
top 30 retrieved questions and correct answers. Thus, the task is challenging because
there are many shared words between the inquiry and all candidate question-answer
pairs. The statistic of the dataset is illtreated in Table 4-7 below. Since the dataset is
scarce in the number of the directly related example, we consider both “direct” and
“related” as “related” examples. Besides, the structure of the dataset is illustrated in
Table 4-9. In particular, the inquiry is named as (Qtext), the unique inquiry ID named
as (QID), the candidate question-answer pairs are named as (QApair), which contains
the candidate question (QAquestion) and its answer (QAanswer), the Label of candidate
question-answer pairs are named as (QArel). In addition, a sample of the dataset is
shown in Figure 4-2, where it shows the inquiry (Qtext) with two question-answer pairs
with their label (QArel).

As was mentioned earlier, different components of the dataset have been used for
several purposes. More specifically, the unique ID (QID) for each inquiry (Qtext) has
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been used to compute the evaluation MAP, as described in Section 6.2. Additionally,
the inquires (Qtext) and the candidate questions have been used to train and evaluate
the proposed model in the question similarity task. Besides, the inquiries (Qtext) and
the candidate question-answer pair have been used to train and evaluate the proposed
model for the rank question-answer pairs task. The input format of the dataset for each
task is described in detail in Section 5.2.

Table 4-7: Statistics of the SemEval dataset

SemEval-2016

Category Train Dev Test Test 2017
Inquiry 1,031 250 250 1,400
QA Pairs 30,411 7,384 7,369 12,600
Direct 917 70 65 891
Related 17,412 1,446 1,353 4,054
Irrelevant 12,082 5,868 5,951 7,655

Arabic SemEval-2016 data dump contains 163,382 unannotated question-answer pairs
(Nakov et al., 2016). This corpus has been used to pretrain the AraBERT, as depicted
in Section 5.6.

Table 4-8: Statistics of the SemEval data dump
Corpus # QA pairs | # Tokens # Unique tokens

SemEval 2016 unannotated

Arabic Data Dump 163,382 | 25,732,622 183,699
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<Question QID = "200133">
<Qtext> da bl Gan¥ ylll fay oy Ja . sall (3L jadi 1y Zall i 03] A e Cladlall juiads 4 5 ool (A ALK aa g i)
136S 1l o) Qal W 55,8 (e )yl jalll fana can of (Sa</Qtext>
<QApair QAID="113885" QArel="I" QAconf="0.6587">
<QAquestion> g Uls4iua (S pan) julid Jua )5dB s e dmr Gu OpanSl 4 pd B ddia Leadiaf Ul o3l ; guzac
G ) e )l il (5 2l Jla e a3 i 8 </ QAquestion>
<QAanswer>: b aal s LAl o3 (i) Lsa i LIS Ga (a1 (A iy il sl ol g ss O 23 Bl g S sl s e
B ) Jal sall (g Arall (8 panaiall S iy | eliay Gulas¥) (3 0 5S5 3 Aalill 3 juatll il (8 gl o5 Lpaall 21 A0y Loy o5 5 ol M 5558
Bae 8 i oY) Jall | Dueplall ) Lpea U1 Judad e 35 Lea gnall LAY 8 QI G 38 0585 0 5 Aty Jaing 43 130 LAY e 5 5Ll
dal e Lala Gada rad 5= 2, Bl S e e Lgia Yy sadie) 5 (5530 5y Lgalatianl (5353 Y Lilgs Rapaall o34 aladiaal gl - ] ; il gl
&b 5 il S il (e s S ilal J 5 e gaayal - 3 o B iy b GSaYT 5085 ) paaiall Laall LAY il y salatul e dlaelud &y ol Cluay
W el o) Jalall il Liliiad palld ae, sy pun JS 4o solatul 5 el gail &y 5 5 pudal) 50uSY) Claline 5 Cilisalill o aghl ginl apll olilie
2</QAanswer>
</QApair>
<QApair QAID="65911" QArel="I" QAconf="1.0">
<QAquestion> 32 e s cud 4 ek fay Hedl) ol Wle #3e 4l da sl sl ) el 3ol Jsads Al Aapa i
</QAquestion>
<QAanswer> ek o) ey ¥ 138 (S1y Lliaal) dilaiall ellal ) (S 58 5 58S Ciladle llin cawid A )y oelie g e o Gledll
(55883 (I Dyma all il KU Jia ladlal) g1 531 (g0 Lgmaal (g8 Cal LY Lal 2 Dball Alatia¥) 3halia g jusl (ya A ol yiiny 5 samead) (g 53 cSWal (b (3l
& 3 0oL ) Lmaadty 3 5il) AV o all ¢ galll Sy o) el (e 8225 (Sl (8 Bleadl) (58 Laie Alucaiall 23y Hlall (o4 Aeliall C¥ana o) (555580 dle
Agall (Al del ) Gob oo dalyall e salll (Ko c¥) Gan</QAaNSWE r>
</QApair>

Figure 4-2: A sample of the SemEval dataset

Table 4-9: SemEval dataset structure

<Question QID= QID; >
<Qtext> Qtext; </Qtext>
<QApair QAID=QAID; | QArel= Label; | >
<QAquestion> QAquestion; | </QAquestion>
<QAanswer> QAanswer; | </QAanswer>
</QApair >

<QApair QAID=QAID 30 QArel= Label; 30 >
<QAquestion> QAquestion; 30 </QAquestion>
<QAanswer> QAanswer; 30 </QAanswer>
</QApair >
</Question>
<Question QID= QID,>
<Qtext> Qtext, </Qtext>
<QApair QAID=QAID: | QArel= Label> | >
<QAquestion> QAquestion, | </QAquestion>
<QAanswer> QAanswer | </QAanswer>
</QApair >

</Question>
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4.6 Datasets Pre-processing

The following preprocessing is applied to all Tawasul and SemEval datasets and corpus
used to train the neural network model and word embedding. The text cleaning is as
follows:

3 2

Remove diacritics and elongation “—" using Pyarabic, an Arabic plugin tool for
Python.

Remove HTTP links, special characters, English alphabet, English numbers,
Arabic numbers, and extra spaces using regular expressions, a built-in Python
package.

“P are with “1”,

“fec ”icc 259
) s s

Normalize text, that is replace the letters , and

Replace English question marks (?) with Arabic question marks () to unify.

Besides, since SemEval has many spelling mistakes and noise, an additional
preprocessing step is applied, that is:

Normalize text, replace the letter “X” and “*” with “<” and “s” respectively.

Remove repeated characters; we remove characters that are repeated more than
twice. In addition to removing twice repeated letters if they are: «,&& ,ae &3 )

Lk a5 as to the best of our knowledge, they are never repeated twice in
Arabic.

4.7 Conclusion

This chapter defines and describes the used datasets through this thesis, the Tawasul
and SemEval datasets. The Tawasul dataset Acquisition process and manual annotation
have been covered. The Tawasul data curation process was applied to the Tawasul
dataset. We contribute to this area by proposing an automated annotation method that
results in a dataset containing 44,404 entries of the Tawasul dataset. The implemented
pre-processing has been explained.
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5.1 Introduction

This chapter presents the methods and tools which are used throughout the thesis for
examining the target datasets. Starting with defining the problem and continuing with
describing the general model architecture. After that, illustrate the experimental setup,
settings, and the environment requirements for building the model underlying this
thesis. Next, define the foundational method of extracting AraBERT contextual word
embedding. Then, describing the BiLTSM model, which was considered for
performing similarity task. Afterward, presenting the process of finetuning AraBERT.
Lastly, the baseline models are presented.

5.2 Problem Definition

The inquiry is the new question asked by the user. An irrelevant candidate question is
a question that is unsimilar and has a different meaning and answer than the asked
inquiry. A similar candidate question is the semantically similar texts that have different
syntactical, words, and lexical units. Question similarity problem is concerned with
predicting the similarity between the inquiry and candidate question. On the other hand,
the aim of ranking question-answer pair by similarity to the inquiry.

In the literature, we noticed that using different input forms leads to a major difference
in performance such as, (Xiang et al., 2017), where they used the following three inputs
forms {(q,a1,az, ... ,an)}, {(ai,az, ... ,an)}, and {(q,a1),(q,a2), ... ,(q,an)}, that are called A-
ARC-I, A-ARC-II, and A-ARC-III, respectively. A-ARC-I scored 76.42, and A-ARC-
IIT scored 74.45 in accuracy. Thus, using the same input in a different format led to a
different performance. Thus, we aim to study two tasks, the question similarity task and
the question-answer pair ranking, in order to investigate what will perform better.

A dataset contains a number of inquiries; in the Tawasul dataset, for every inquiry
(Qtext), there are associated candidate questions (Q), and one answer (A). In this case,
the candidate question has no unique associated answer. The structure and statistics of
the Tawasul dataset are explained in Section 4.4.

On the other side, with the SemEval dataset, A dataset contains a number of inquiries;
for every inquiry (Qtext), there are associated candidate questions (Q) and answers (A)
pairs. Meaning that each candidate’s question (Q) is associated with one answer. The
structure and statistics of the SemEval dataset are explained in Section 4.5.

For both Tawasul and SemEval datasets, the question similarity task has been
performed. Where the datasets components that have been used with the question
similarity task are inquiry (Qtext) and candidate questions (Q).

However, the question-answer raking tasks were performed only with the SemEval
dataset. This is because, as mentioned earlier, for the Tawasul dataset, each inquiry is
tied only with one answer where the candidate question can use the inquiry answer.
However, this will result in candidate questions that have the same repeated answer.
On reviewing the literature, this type of task was not studied before, and it may cause a
distraction for the learning since the candidate question will have the same answer.
More specifically, notice that the similar candidate question presented in Table A-2 in
Appendix A has a different answer than the irrelevant candidate question presented in
Table A-3 in Appendix A. Thus if we use the repeated answer, it can make
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distinguishing between similar questions and irrelevant questions easier. For this
reason, the question-answer raking task is only performed with the SemEval dataset.
Where the dataset component that has been used with the question-answer raking task
are inquiry (Qtext) and candidate question-answer pairs (Q) and (A).

The experiment tasks are as follows:

First, Question similarity (Input: Qtext and Q): The inquiry (Qtext) and retrieved
candidate questions (Q) will be used, where the questions are labeled as relevant (1) or
irrelevant (0) according to their relevance to the inquiry. The task input data
representation formation as {(Qtexti, Q1.1), (Qtexti, Q12), ..., (Qtextm, Qin)}, (1, 1, ...,
0)}, where Qtext; 1 is the first inquiry and Q1.2 refer to the second candidate question
for first inquiry which is labeled as relevant or (1). This task has been experimenting
with both Tawasul and SemEval datasets.

Second, question-answer pairs ranking (Input: Qtext, Q, and A): The inquiry (Qtext),
candidate questions (Q), and candidate answer (A) will be used. The question-answer
pairs are labeled relevant (1) or irrelevant (0) according to their relevance to the inquiry.
Each inquiry has 30 retrieved candidate question-answer pairs, where each question has
an answer. The task input data representation formation as {(Qtexti, Q1.1, A1.1), (Qtexti,
Qi2, A12) ..., (Qtexti, Q1.30, A130), ..., (Qtextm, Qm.30, Am30) (1, 1, ..., 0)}, where A1
is the answer for the first candidate question Q1.1 and for the first inquiry Qtext; which
is labeled as relevant (1). This task has been experimenting with SemEval datasets.

5.3 Model Architecture

This section presents three models based on BILSTM and contextual feature
representation extracted from BERT. Namely, BERT contextual representation with
BiLSTM (BERT-BiLSTM), the Hybrid Transfer BERT contextual representation with
BiLSTM (HT-BERT-BiLSTM), and the Triple Hybrid Transfer BERT contextual
representation with BiLSTM (THT-BERT-BiLSTM). The architecture of BERT-
BiLSTM, and HT-BERT-BiLSTM models is similar. The only difference between
BERT-BiLSTM and HT-BERT-BiLSTM is that the former extracts the feature from
the pretrained AraBERT answering RQ6. However, the latter extracts the feature from
the finetuned AraBERT, answering RQ7.

The THT-BERT-BiLSTM is an enhanced version of HT-BERT-BiLSTM proposed for
the SemEval dataset. The difference between the HT-BERT-BiLSTM and THT-
BERT-BiLSTM is that the latter adapts the AraBERT Language model on a specific
domain corpus. Then, extract the feature from the finetuned adapted AraBERT,
answering RQ7. The difference between the three models is summarised in Table 5-1.

The language model adaption pretraining refers to completing the pretraining process
on a specific domain corpus, such as the case of the SemEval dataset; the dataset is in
the medical domain. For that, we complete the pretraining process. More specifically,
in the case of THT-BERT-BILSTM, the AraBERT has been pretrained twice, once by
AraBERT (Antoun et al., 2020) and once by us with SemEval 2016 data dump. All
systems have been defined in detail in Section 5.4.
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Table 5-1: The BERT-BiLSTM, HT-BERT-BiLSTM, THT-BERT-BiLSTM

Model Transfer learning for Source of contextual word
AraBERT embedding
Pretrained AraBERT by (Antoun et
BERT-BiLSTM None al., 2020), without finetuning any

parameter

HT-BERT-BiLSTM | [inetune the AraBERT model with Finetuned AraBERT
the target dataset

Pretrain of the AraBERT language

model
THT-BERT-BILSTM Finetuned adapted AraBERT
Finetune the resulting model with

the target dataset

The architecture of the proposed HT-BERT-BiLSTM model is illustrated in Figure 5-1.

The first step is finetuning the AraBERT model with the target dataset, the SemEval or
Tawasul. Next, extract the contextualized word embeddings feature for all layers from
the finetuned model or the pre-trained model. Then, reshaping and converting the input
feature matrix for one or more layers into HD5 format in order to avoid memory usage
limitations. The Hierarchical Data Format version 5 (HD5) format is used in order to
store the feature in the disk where the feature size reaches 85GB. Usual deep learning
experiments tend to save input in an array or tensor; however, it is stored in memory
and cause memory usage limitation problem. Thus, we have used the HDS file format.

The input feature matrix is of shape (Number of input examples, Max Sequence Length,
vector dimension) where the vector dimension is 768, and it is fixed for all the extracted
features from AraBERT in this experiment. Lastly, feed the feature matrix into the
BiLSTM model.

The BILSTM model in BERT-BILSTM, HT-BERT-BiLSTM, and THT-BERT-
BiLSTM contains 5 layers those are:

1 Input with shape (Max Sequence Length, 768).
BiLSTM layer with return sequences.
GlobalMaxPooling1D layer.

Dropout layer, only for the Tawasul dataset.

wm kA W N

Output Dense layer with a sigmoid activation function.

Those layers are explained in detail in Section 5.4.2.

5.4 Bi-LSTM with Different AraBERT Contextual Word
Representation

There are two phases for sequential transfer learning. First, the pretraining phase, which
is learning the general-purpose representation of the source task. Second,
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the adaption phase, which transfers the learned representation into the downstream
tasks (Peters et al., 2019; Ruder, 2019). There are two approaches to using a pre-trained
language model with downstream tasks those are finetuning and feature-based (Devlin
et al., 2019). In this thesis, both finetuning and feature-based approaches were used
with the pre-trained AraBERT (Antoun et al., 2020). In addition, we propose a hybrid
approach that combines finetuning with feature-based approaches.

The study of (Peters et al., 2019) is concerned with comparing finetuning and feature-
based approaches for multiple NLP downstream tasks, including semantic textual
similarity task, which measures the meaning similarity between the input sentences.
However, they did not perform the question similarity tasks. The study claims that for
the semantic textual similarity task, the finetuning is better than the feature-based
approach using the BERT.

We aim to provide a thorough comparison between those three strategies of using the
pre-trained language representation AraBERT (Antoun et al., 2020). Namely, the
finetuning strategy, the feature-based strategy with BiLSTM referred to as BERT-
BiLSTM, and the proposed HT-BERT-BiLSTM model that combines the finetuning
and feature-based strategy. The HT-BERT-BILSTM is designed to extract the
contextual features vector representation from the finetuning AraBERT and use it as an
entry to the BiLSTM, answering RQ7. On the other hand, the BERT-BILSTM is
designed to extract the contextual features vector representation from the pretrained
AraBERT and use it as an entry to the BiLSTM, answering RQ6.
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Figure 5-1: BiLSTM with AraBERT Contextual word embedding Architecture
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Moreover, since the SemEval dataset is in the medical domain, thus, the AraBERT
language model has been adapted using the Arabic SemEval-2016 data dump (Nakov
et al., 2016). This means completing the pretraining process after the pretraining
provided by (Antoun et al., 2020). This model is referred to as THT-BERT-BiLSTM.
In the following, we will explain the process of each model we used.

1- The THT-BERT-BIiLSTM:

1 Pretrain of the AraBERT language model with SemEval-2016 data dump
(Nakov et al., 2016) using “run_pretraining.py” that was released by BERT
(Devlin et al., 2019). This model is referred to as adapt AraBERT.

2 Finetune the resulting model with the target dataset.

3 Extract the contextual word representations from the finetuned adapted
AraBERT. The process of contextual feature extraction is described in detail in
Subsection 5.4.1.

4 Feed the extracted feature representation into the BILSTM, which is illustrated
in detail in Subsection 5.4.2.

2- The HT-BERT-BIiLSTM:
1 Finetune the AraBERT model with the target dataset.

2 Extract the contextual word representations from the finetuned AraBERT. The

process of contextual feature extraction is described in detail in Subsection
5.4.1.

3 Feed the extracted feature representation into the BILSTM, which is illustrated
in detail in Subsection 5.4.2.

3- The BERT-BIiLSTM:

1 Extract the contextual word representations from the pretrained AraBERT
without finetuning any parameter from the pretrained AraBERT that was
trained by (Antoun et al., 2020). The process of contextual feature extraction is
described in detail in Subsection 5.4.1.

2 Feed the extracting feature representation into the BILSTM, which is illustrated
in detail in Subsection 5.4.2.

The BiLSTM model is explained in Chapter Two in Section 2.5. Besides, the BERT
model is explained in Chapter Two in Section 2.6.

5.4.1 Extracting Contextual Word Embedding from AraBERT

The input sentence contains inquiry, candidate question, and candidate answer in the
case of the SemEval dataset, and in the Tawasul dataset, it contains inquiry and
candidate question. The input sentence is converted to word vectors using pretrained or
finetuned AraBERT (Antoun et al., 2020). There are two types of AraBERT models,
AraBERTv0.2 and AraBERTv2. The AraBERTv0.2 uses the BERT-compatible
tokenization, which tends to count tokens in a redundant way. That is, it counts words
with and without the prefix “J” in Arabic, meaning “the” in English, as two different
tokens. For example, the tokens “<USll - Alkitab” and “<US - Kitab” both will be added
to the vocabulary, which causes redundancy. To avoid that, AraBERTV2 use pre-
segmentation based on Farasa segmentation (Abdelali et al., 2016) that segment word
into stems, prefixes, and suffixes. Thus, “<Usll - Alkitab” will be segmented to « +J!
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<US” In this thesis, both models are used to finetune on downstream tasks, and the
highest performance model is used to extract the feature.

Inspired by (Devlin et al., 2019), who proposed BERT, we have extracted several
features from the pretrained AraBERT model and used them as an input for the
BiLSTM. We added five layers to the BiLSTM. Besides, we propose HT-BERT-
BiLSTM, which extracts features from the finetuned AraBERT.

(Devlin et al., 2019) used several feature-based approaches. They extract the contextual
embeddings from one or more layers in the pretrained BERT. They used the extracted
contextual embeddings as input for randomly initialized two layers of BILSTM. Due to
our disk limitation, we did not apply the concatenation approach, where the features of
the last four layers are concatenated. Our used features are discussed below.

There are multiple ways to extract features from BERT; in this thesis, we extract
features from AraBERT using “feature_extract.py,” a python file to extract the feature
from a BERT model, the file released by (Devlin et al., 2019). The inputs for the
“feature extract.py” are an input dataset in text format, configuration JSON file,
vocabulary, and AraBERT model checkpoint. The phases for the contextual feature
extraction are explained in the following steps:

1 Clean the dataset as illustrated in Section 4.6.

2 Pre-process and tokenize the data with the appropriate tool for the used
AraBERT wversion, whereas illustrated AraBERTv0.2 used the BERT-
compatible tokenization and AraBERTv2 used Farasa segmentation.

3 Write the pre-processed input data into a text file and use as a delimiter
between the “inquiry” and “question” in the case of the Tawasul dataset, for
example, “inquiry ||| question”. With the SemEval dataset, use “|||”” as a delimiter
between the “inquiry” and “question [SEP] answer”, for example, “inquiry |||
question [SEP] answer”. Since the feature extract.py converts the “|||” into
[SEP], which is used to distinguish between the first sentence “inquiry” and the
seconded sentence “question” or “question [SEP] answer”.
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4 Use dataset text file as an input for feature extract.py along with the
configuration JSON file, vocabulary, AraBERT model checkpoint for the
finetuned or the pre-trained model.

5 Encode the embedded sentences to obtain one single vector representation for a
sentence.

6 Extract the input masks, where 1 represents the token and 0 represents padding.

7 Extract the segment IDs, which are more explained in the Embedding (Layer
0).

8 Extract the contextualized word embeddings for all layers from the finetuned
model or the pre-trained model in the case of HT-BERT-BiLSTM or BERT-
BiLSTM, respectively.

9 Reshape the output matrix into the shape (Number of examples, Sequence Max
Length, 768) since the output matrix from feature extract.py ignores the
padding when writing the output in the JSONL file.

10 Calculate the sum of layers if needed, only in the case of the sum of 12 layers
and the sum of the last four hidden layers.
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11 Convert the features into HD5 format in order to avoid memory usage
limitations since the matrix shape is (Number of examples, Sequence Max
Length, 768), where 768 is the vector dimension.

Different feature combination has been used to investigate which will represent the
semantic similarity for question answering tasks better. The used feature
representations are seven, and they are as follows:

1- Embedding (Layer 0):

It’s the AraBERT embedding layer, where the embedding is the element-wise sum of
the token embedding, the positional embedding, and the segment embedding. The token
embedding is representing each token by a vector with 768-dimensional and shape (1,
n, 768), where n is the max sequence length.

The segment embedding layer, the purpose of this layer is to handle pair of sentence
classification problems as question similarity. More specifically, it helps to distinguish
between the tokens in inquiry and question where the segment embedding layer only
have two vector representations that are 0 and 1 shape (1, n, 768). The 0 vectors will be
assigned to the token of the first input (inquiry), while the 1 vector will be assigned to
the token of the second input (question).

The positional embedding was proposed to solve the Transformer’s drawback, which
is that it cannot represent the sequential nature of the input. In more detail, in the text
input, two identical words in different positions will have the same vector
representation. The positional embedding allows BERT to support the sequential nature
of the input by giving position embedding for each word, where the shape positional
embedding is (1, n, 768).

2- Last Hidden layer (Layer 12):

It is the feature representation matrix extracted from the last hidden layer in the
AraBERT architecture. Also, the last hidden layer can be referred to as layer number
twelve or layer number minus one (-1) in the AraBERT architecture.

3- Second-to-last Hidden Layer (Layer 11):

It is the feature vector representation obtained from the second to last hidden layer in
the AraBERT architecture. Also, the second to last hidden layer can be referred to as
layer number eleven or layer number minus two (-2) in the AraBERT architecture.

4- Third-to-last Hidden Layer (Layer 10):

It is the vector representation matrix acquired from the third to last hidden layer in the
AraBERT architecture. Also, the third to last hidden layer can be referred to as layer
number ten or layer number minus two (-3) in the AraBERT architecture.

5- Fourth-to-last Hidden Layer (Layer 9):

It is the feature representation matrix extracted from the fourth to last hidden layer in
the AraBERT architecture. Also, the fourth to last hidden layer can be referred to as
layer number nine or layer number minus one (-4) in the AraBERT architecture.

6- Sum of Last Four Hidden Layers (9+10+11+12):

It is the sum of the extracted feature representation matrixes of the last hidden layer,
second to last hidden layer, third to last hidden layer, and fourth to last hidden layer in
the AraBERT architecture (layer 9+ layer 10+ layer 11+ layer 12).
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7- Sum of all 12 layers:

It is the sum of the extracted feature representation matrixes from layer 1, layer 2, ....
layer 11, layer 12 in the AraBERT architecture (layer 1+ layer 2+ layer 3+ layer 4+
layer 5+ layer 6+ layer 7+ layer 8+ layer 9+ layer 10+ layer 11+ layer 12).

5.4.1.1 Tawasul Dataset

The Tawasul Dataset feature extraction setting, including the BERT model; the
checkpoint; the input format; the layer that extracts the feature from it; the run time of
the extraction process; are all depicted in Table 5-2 below. The AraBERTv0.2 model
was chosen to extract the feature since it performed better than the AraBERTV2, as
presented in Section 6.4.1.

Table 5-2: Tawasul Dataset feature extraction

BERT . Run Time
Model Checkpoint Input forms Layer (h: m: s)
Train: 1: 18: 32
1,2,3,4
Test: 0: 17: 04
Pretrained . . Train: 0: 20: 46
ArBERIe2 AraBERTV0.2 fnauy [l question 0 Test: 0: 05: 13

Trian: 3: 40: 02
All 12 layers

Test: 0: 49: 26
Train: 1: 17: 28
1,2,3,4
Test: 0: 16: 42
Finetuned . ) Train: 0: 21: 18
ArbERIvO2 AraBERTVO.2 fnauiy [ question 0 Test: 0: 05: 12

Train: 4: 04: 06
Test: 0: 53: 46

All 12 layers

5.4.1.2 SemEval Dataset

The maximum number of sequence lengths BERT accepts is 512 tokens. In the
SemEval dataset, with questions similarity problem, the maximum sequence length that
combines inquiry with one candidate question is 971, the average length is 475, and the
median length is 71. Besides, for the question answering pair rank problem, the
maximum sequence length that combines inquiry with one candidate question and its
answer is 3,181, the average length is 1,101, and the median length is 135. The (Sun et
al., 2020) proposed several methods to deal with long sentences larger than 512. Those
are the truncation methods and hierarchical methods, and in general, the truncation
methods outperformed the other methods. They used head-only, which is the same as
BERT original truncates that keep the first 510 tokens, tail-only, which is the last 510
tokens, and head+tail, which selects the first 128 and last 382. Unlike (Sun et al., 2020),
in the SemEval dataset case, we have up to three inputs that are used and should be
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fitted in 512 tokens or less. Thus, we use the original BERT truncates, which take the
first 512 or 256 and refer to it as Bert-256 or Bert-512, respectively. Besides, our
approach is inspired by the tail-only approach with some edits where we refer to it as
the Tail-256 and the Tail-512. The used method is illustrated in datil in Table 5-3, where
the method column presents the used method with the Qtext and Q and Qtext and QA
tasks.

Table 5-3: Methods to deal with long sentences larger than 512

Methods Qtext and Q Qtext and QA
First 256 tokens, which is the BERT original implementation that truncates longer sequences
Bert-256 i
automatically
First 512 tokens, which is the BERT original implementation that truncates longer sequences
Bert-512 ;
automatically
Last 256 tokens of sequences are used where Last 256 token of sequences are used. Where length
Tail-256 length of Qtext truncate to 128 and length of Qtext truncate to 86, length question truncates to
question truncate 128. 85, and length answer truncate to 85.
Last 512 tokens of sequences are used where Last 256 token of sequences are used. Where length
Tail-512 length of Qtext truncate to 256 and length of Qtext truncate to 171, length question truncates to

question truncate 256. 171, and length answer truncate to 170.

The SemEval dataset feature extraction setting, including the BERT model; the
checkpoint; the input format; the layer that extracts the feature from it; the run time of
the extraction process; are all depicted in Table 5-4 bellows. The AraBERTv2 with the
input format Tail-256 model was chosen to extract the feature since it performed better
than the AraBERTVO0.2 as presented in Subsection 6.4.2.

Table 5-4: SemEval Dataset feature extraction

BERT . Run Time
Model Checkpoint Input forms Layer (h: m: )

Train: 7:23:40

Dev: 1:47:31

Test: 1:39:31
Test2017: 2:41:15

1,2,3,4

Train: 1:58:59
- Inquiry [|| question Dev: 0:28:22

AraBERTv02 APr%l;;lll{n;dz [SEP] answer (Tail- 0
ra v 256) Test: 0:26:47

Test2017: 0:40:24

Trian: 20:56:06
Dev: 5:13:27
Test: 4:43:46

Test2017: 7:37:36

All 12 layers

. ) ) Train: 7:20:55
AraBERTy02 | [Finetuned Inquiry ||| question 12,34
AraBERTV2 | [SEP] answer (Tail- Dev: 1:46:15
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256) Test: 1:40:39
Test2017: 2:40:20

Train: 1:46:57

Dev: 0:27:48

Test: 0:25:55
Test2017: 0:40:28

Train: 22:06:29
Dev: 5:16:51
Test: 4:51:39

Test2017: 7:45:03

All 12 layers

Train: 7:24:16

Dev: 1:39:27
1,2,3,4
Test: 1:36:42
Test2017: 2:41:09
Train: 1:50:16
Pretrained Inquiry ||| question Dev: 0:28:50
AraBERTv02 Finetuned [SEP] answer (Tail- 0

AraBERTV2 256) Test: 0:25:47

Test2017: 0:39:30

Train: 21:25:19
Dev: 5:06:18
Test: 4:53:36

Test2017: 7:43:42

All 12 layers

5.4.2 Feeding the Contextual Word Embedding to BiLSTM

Since the extracted features’ representation matrix is saved in an HDS file, the labels
need to be converted into HD5 format to unify the format. Firstly, reading the labels
and unique ID from an XML file in the case of the SemEval dataset or CSV file in the
case of the Tawasul dataset. Secondly, writing the labels into HD5 dataset format using
h5py.File and file.create dataset. Thirdly, to reads the HDS5 extracted features
representation matrix and labels and use it as an input for the neural network, the
IODataset is used, which is an API class of TensorFlow 1/O. The TensorFlow /O is a
built-in library that provides collections of files, systems, and formats that are not
supported by TensorFlow. The “IODataset is a subclass of tf-data.Dataset that is
definitive with data backed by 10 operations” (TensorFlow, 2021). The benefit of
IODataset here is that it can pass the HDS5 training, evaluation, and testing dataset to
tf.Keras. More specifically, the tfio.IODataset.from_w creates an IODataset from the
HDS5 file dataset so it can be passed as an input for the model. Fourthly, now we have
separate datasets for extracted feature representation and labels, for that the
tf.data.Dataset.zip (features, labels) used, which creates one dataset from the given
datasets. Besides, the .batch(BATCH SIZE, drop remainder=False) .prefetch( tf- data.
experimental . AUTOTUNE) used, where batch batches the data into the given size and
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prefetch prepare next element while current element still processed. The
tf.data.experimental AUTOTUNE means the buffer size that buffered the elements
when prefetching will dynamically be tuned. Now the vectors matrix dataset is prepared
and suitable to feed into the BILSTM model. The BILSTM model contains five layers
those are:

First, Input Layer:

The input layer is used to instantiate a placeholder’s tensor. The input layer has a shape
(Sequence Max Length, 768), where Sequence Max Length is 110 and 256 in the case
of the Tawasul dataset and the SemEval dataset, respectively. Besides, the expected
data type of the input layer is set to ‘float32'. The input layer is defined as:

InputLayer= tf.keras.Input(shape=( Sequence Max Length, 768), dtype=float32’).
Second, BiLSTM Layer:

The bidirectional long-short term memory layer takes the InputLayer as an input. The
BiLSTM contains the bidirectional warper, which warps the LSTM layer and
concatenates the outputs of the forward LSTM and the backward LSTM. For the LSTM
layer, the parameters that passed are the unit number that reflects the dimension of the
output space; the return sequences equal true, which means full output sequences will
be returned rather than only the last output; there is no activation function passed.
However, the default is hyperbolic tangent (tanh). The BiLSTM is defined as:

BiLSTM = tf keras.layers.Bidirectional( tf.keras.layers. LSTM (unit, return_sequences
=True)) ( InputLayer).

Third, GlobalMaxPooling1D Layer:

The GlobalMaxPooling1D layer performs a global max pooling operation for the one-
dimensional for temporal input, where the input of this layer is the full output sequences
of BILSTM. The input shape for this layer is a three-dimensional tensor (batch_size,
steps, features). On the other hand, the output shape is a two-dimensional tensor
(batch_size, features). The benefit of this layer here is that rather than BiLSTM returns
the last cell output, the global max-pooling operation is performed on the returned full
sequence.

MaxPool = tf.keras.layers.GlobalMaxPooling1D()(BiLSTM)
Fourth, Dropout Layer (only for Tawasul dataset):

In seek to enhance the learning and avoid overfitting, a dropout layer was applied to
the output of the GlobalMaxPooling1D layer. The dropout layer put random input units
to 0 with the given frequency rate. The dropout layer is defined as:

Dropout = tf.keras.layers.Dropout(Rate) (MaxPool)
Fifth, Output Dense Layer:

The Output Dense layer is a densely connected neural network layer. The dense layer
performs the operation activation(dot(input, kernel)+ bias), where the activation
function is a sigmoid since the output is binary, either a similar question or an irrelevant
question. Thus, the unit equals one, which means one dimension output space because
it is a binary classification. The Output Dense layer is defined as:

Predication = tf.keras.layers.Dense(l, activation= "sigmoid' )( Dropout )
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5.5 Configuration

The experiments have been conducted completely in Google Colaboratory Pro, in short,
Colab Pro. A paid online service based on a Jupyter notebook environment that costs
10$ monthly and runs completely on the cloud. The notebook connection lifetime is up
to 24 hours. Colab Pro was chosen because of the limitation of disk space in Colab
which only provides 107.77GB of disk space. Colab Pro provides up to 255.15GB of
disk space. The disk space is required to load features in the feature extraction process
since the file size is up to 200GB.

Colab Pro provides priority access to two types of graphics processing units (GPU)
accelerators that are picked randomly by Colab Pro, the accelerator’s detail are
illustrated in Table 5-5. The virtual machine associated with the GPU has 147.15GB
disk space and up to 25.51 GB RAM; more details are presented in Table 5-5. The
intelligence model was implemented with TensorFlow version 2.4.1 and Keras version
2.4.0. Those were selected because they are provided by Colab Pro.

Table 5-5: Accelerator and VM specification

GPU Compute capability virtual machine

associated with the GPU
NVIDIA® Tesla®
6.0 4xdouble core hyper threaded
P100-PCIE-16GB (2 cores, 2 threads)
Intel® Xeon® CPU @
NVIDIA® Tesla® 70 2 00GHz
V100-SXM2-16GB

Furthermore, the tensor processing unit (TPU) accelerators with eight workers and disk
space of 255.15GB are provided by Colab Pro and have been used to run transformers
with TensorFlow version 1.15.2. to finetune the AraBERT and features extraction.

Google Cloud Platform (GCP) delivers a storage service to store and retrieve the data.
Using BERT or AraBERT with TPU requires using GCP for storage service. The GCP
standard storage plan has been used to build a bucket, where GCP provides a 3-month
free trial, equivalent to an allowance of 300 USD. A bucket is a container that stores
and controls the access of data. In this thesis, the bucket provided by the GCP has been
used to store and retrieve the extracted feature.

The used hyperparameters are illustrated in Table 5-6 below. Besides, Python Libraries
and functions with their usage that are exercised throughout this thesis are demonstrated
in Table B-1 in Appendix B.

Table 5-6: Experiments Hyperparameters

Model Hvperparameters Value for Tawasul Value for SemEvaL
yperp dataset dataset
Hidden BiLSTM units 32 384
BiLSTM with Loss Function binary_crossentropy binary_crossentropy
Contextual featu
oI Teatres Learning rate 0.1 0.01
Beta 1 0.9 0.9
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Beta 2 0.999 0.999

Optimization Adam Adam
Dropout layer 0.5 None
Batch size 32 32

Epochs 10 10

Keras documentation states that in order to obtain a reproducible result, there are
multiple steps to follow, step illustrated in Table 5-7.

The trained model that achieves the highest result is saved instead of saving the last
epoch model. To achieve that, the model checkpoint callbacks from Keras were used
with max mode through monitoring the validation metric, and it saves the best epochs.
Furthermore, a custom callback was defined in order to calculate the MAP metric for
every epoch since the MAP needs to use the unique ID of the inquiry to be calculated.
The MAP metric is described in detail in Section 6.2.

Table 5-7: Keras setting for a reproducible result

Steps Use

os.environ['PYTHONHASHSEED'] = '0' Set the environment PYTHONHASHSEED variable to 0

To start generating a well-defined initial state of Numpy random

np.random. d(123
p.-r om. seed ( ) numbers, set the seed to 123

To start generating a well-defined state of core Python random

thon random.seed (123
Py — ( ) numbers, set the seed to 123

To start generating a well-defined initial state of TensorFlow

tf. dom.set d(1234
random. set_seed( ) backend random numbers, set the seed to 1234

5.6 Bidirectional Encoder Representations from
Transformers: AraBERT

The BERT architecture is based on multi-head self-attention, which allows capturing
global dependencies between inputs and outputs. In this thesis, AraBERT is trained on
BERTgase with 12 encoder transformers blocks (layers), 768 hidden sizes, 12 attention
heads, 136M total parameters, and 512 maximum sequence lengths. The pretrained
AraBERT language model is finetuned with two target datasets, Tawasul and SemEval.
The AraBERTV0.2 and AraBERTV2 models are finetuned with the target dataset using
TensorFlow Estimators®, an API that represents the model and allows training,
evaluating, and predicting. The difference between the two AraBERT versions is
covered in Subsection 5.4.1.

3 https://github.com/aub-mind/arabert/blob/master/examples/old/araBERT (Updated Demo TF).ipynb
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Since BERT has a 512 maximum sequence length, we have proposed a method to
handle sentences longer than 512, the Tail-256 and the Tail-512, which solve the long
sentence issue, as discussed in detail in Subsection 5.4.1.2.

As mentioned earlier, we use the SemEval dataset that is built in the medical domain.
Thus, with the intent of improving the performance, we adapt the pretrained AraBERT
that trained general domain Arabic text by (Antoun et al., 2020). The adaption
pretraining process means that we complete the pretraining process after the (Antoun
et al., 2020) using the Arabic SemEval-2016 data dump (Nakov et al., 2016). This
means that the model is not pretrained from scratch but builds upon the pretraining
process of (Antoun et al., 2020). For technical detail, we use the “run_pretraining.py”’
file, which was released by BERT (Devlin et al., 2019). Besides, we used the
configuration JSON file, vocabulary, and AraBERT model checkpoint that were
released by (Antoun et al., 2020) to complete the pretraining process.

5.7 Baseline Model: BiLSTM with AraVec

The baseline models are used as a benchmark to compare their performance with the
proposed models, the THT-BERT-BIiLSTM, HT-BERT-BiLSTM, BERT-BiLSTM,
and AraBERT with the proposed long sentence method. The baseline models are the
BiLSTM with different AraVec word embeddings that contains four Keras layers: the
input layer, embedding layer, BILSTM layer, and output dense layer with a sigmoid
activation function. This section answers RQ5.

The used word embedding is AraVec version 3.0 (Soliman et al., 2017), a pretrained
distributed word embedding. We used four different AraVec distributed word
representation models that have been built on different Arabic domains; Twitter and
Wikipedia, and two architectures, the CBOW and SkipGram. The vector size dimension
of AraVec is 300. The BiLSTM hyperparameter is illustrated in Table 5-8.

Table 5-8: Baseline Experiments Hyperparameters

Model Hyperparameters Value for Tawasul Value for SemEvaLL
yperp dataset dataset
Hidden BiLSTM units 64 384
Loss Function binary_crossentropy binary_crossentropy
Learning rate 0.001 0.001
) . Beta 1 0.9 0.9
BiLSTM with -
AraVec
Beta 2 0.999 0.999
Optimization Adam Adam
Batch size 32 32
Epochs 10 10
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5.8 Conclusion

This chapter describes the methodology of the proposed model. First, the task was
defined. The system design was explained through viewing general model architecture.
Then, the proposed model was discussed by sketching the feature extraction process
from the AraBERT model to feed the extracted features into the neural network model.
Afterward, the experimental and environment setups were presented. Then, the
AraBERT finetuning process is presented. Finally, the baseline models were
highlighted in the last section.
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CHAPTER SIX: RESULTS AND DISCUSSION
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6.1 Introduction

This chapter provides details of the experimental analysis conducted and assesses the
performance of the proposed models. Beginning by defining the performance
evaluation metrics that we used to compare and show the performance of models. This
is followed by presenting the performance evaluation results for each model and
discussing these in light of the benchmarks. The four models under study are the
AraBERT, THT-BERT-BiLSTM, HT-BERT-BiLSTM, and BERT-BiLSTM.

6.2 Evaluation Metrics

Several classification and ranking measures were used to evaluate the frameworks.
Those metrics have been selected according to the most used in the literature. The
selected classification measures include accuracy and F1. The ranking measure is Mean
Average Precision (MAP). In the following, we explain the metrics.

e Accuracy: concerned about measuring the percentage of all the correct
predictionpredictions over the total testing sample (Jurafsky and Martin, 2020), as
shown in equation (1)

True Postive+True Negative

Accurcy = ey

e Mean Average Precision (MAP): Average Precision (AP) is the average of the
maximum recall precision at different recall value (Jurafsky and Martin, 2020).
Precision measures the positive detection in percentage by the model. Where recall
measures the percentage of correct detection (Jurafsky and Martin, 2020). To
calculate the MAP (Teufel, 2007), precision is calculated at each point when a new
similar candidate question is predicted. However, when an irrelevant candidate
question is predicted, precision is set to zero (P=0). Then, the average is calculated
for each inquiry that has the same unique ID. Finally, calculate the average of all
inquiries as shown in equation (4).

True Postive+False Postive+ True Negative+False Negative

.. True Postive
Precision = : , (2)
True Postive+False Postive
3)
1

1 Q; .
MAP = ;Zy=1Q.Zi=]1P (rel=1i) (4

J

True Postive

Recall = , ,
True Postive+False Negative

e F1 score: is the harmonic mean of precision and recall (Jurafsky and Martin, 2020),
as shown in equation (5). It is used to measure the accuracy of the model on a
dataset.

Fl1=2- Precision-Recall (5)

Precision+Recall

6.3 Baseline Model: BiLSTM with AraVec

The baseline models are implemented as a benchmark to evaluate the effectiveness of
the proposed models. The baseline BiLSTM with four different AraVec word
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embeddings has experimented with the Tawasul dataset in Subsection 6.3.1 and the
SemEval dataset in Subsection 6.3.2.

6.3.1 Tawasul Dataset

In this section, the BILSTM has been evaluated with four different AraVec words
embedding with the Tawasul dataset. As shown in Table 6-1, all word embedding
performed competitively. Unlike the SemEval dataset, the Tawasul dataset has only a
test split; this was explained in detail in Section 4.4. The BiLSTM with AraVec
Wikipedia SkipGram performed slightly better than the other word embedding with
51.26%, 45.16%, and 87.25, in accuracy, F1 score, and MAP, respectively.

Table 6-1: Baseline BILSTM with AraVec Tawasul dataset

Test

Input Model Word embedding Ace F1 MAP
(%) (%) (%)

AraVec Twitter SkipGram 51.26 4481 87.49

Indui AraVec Twitter CBOW 51.25 44 .82 87.43

nquiry BiLSTM
Question e .

AraVec Wikipedia SkipGram 51.26 45.16 87.25

AraVec Wikipedia CBOW 51.25 44.82 87.49

6.3.2 SemEval Dataset

In this section, the BILSTM has been evaluated with four different AraVec words
embedding with the SemEval dataset. As shown in Table 6-2, AraVec Wikipedia
CBOW and AraVec Twitter SkipGram performed better than other word embeddings.
Where the AraVec Wikipedia CBOW and AraVec Twitter SkipGram performed
competitively. However, AraVec Twitter SkipGram slightly surpassed AraVec
Wikipedia CBOW. The BiLSTM with AraVec Twitter SkipGram achieves a 33.93%,
33.11%, and 51.25% in F1 scores with development, test 2016, and test 2017 datasets,
respectively.

Table 6-2: Baseline BiLSTM with AraVec SemEval dataset

Word Dev Test 2016 Test 2017
Input Model embedding Acc F1 MAP | Acc F1 MAP | Acc F1 MAP
(%) (%) (%) (%) (%) (%) (%) (%) (%)
AraVec
Twitter 36.99 | 3393 | 73.56 | 37.25 | 33.11 | 71.66 | 47.84 | 51.25 | 69.46
SkipGram
AraVec
Inquiry Twitter 3447 | 3482 | 77.79 | 33.89 | 32.87 | 74.40 | 46.27 | 5191 | 71.42
Question | BILSTM CBOW
Answer
AraVec
Wikipedia 33.88 | 3450 | 76.89 | 32.58 | 32.90 | 73.33 | 45.50 | 5243 | 71.13
SkipGram
AraVec 36.93 | 3399 | 7434 | 3399 | 32.60 | 73.71 | 46.83 | 51.87 | 70.41
Wikipedia
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CBOW

6.4 Bidirectional Encoder Representations from
Transformers: ArBERT

The AraBERT is finetuned with target datasets, the SemEval, and Tawasul datasets.
The AraBERT deals with long sentences by truncating the longer than 256 and 512
tokens; this truncated method is referred to as Bert-256 and Bert-512, respectively,
more detail illustrated in Subsection 5.4.1.2. Since the SemEval dataset has sentences
longer than 512 tokens, we exercise both Bert-256 and Bert-512. Besides, two methods
have been proposed to deal with long sentence issues those are Tail-256 and Tail-512.
The proposed methods have been depicted previously in Subsection 5.4.1.2.

6.4.1 Tawasul Dataset

The difference between AraBERTv2 and AraBERTV0.2 is the pre-processing and
tokenization approach; this has been discussed in detail in Subsection 5.4.1. The max
sentence length is 110. However, the pre-processing of AraBERT increases the length
of the sentence. Thus, a max sentence length has been chosen equal to 128 since the
sentence length should be a number in the power of two and greater than 110 as the
transformer accepts quadratic sentence length.

As illustrated in Table 6-3, AraBERTv2 and AraBERTv0.2 have competitive results;
both models obtained a good result. However, AraBERTV0.2 achieves a slightly better
result than AraBERTv2. The AraBERTVO.2 is repeating words that contain “Jl — Al”
twice. With the Tawasul dataset, we found that repeating these words has positively
reflected on the performance. Besides, the authors (Antoun et al., 2020) did not mention
that even though AraBERTv0.2 produces a repeated word in the case of “J — Al”,
however, in total, the resulting sentence length in AraBERTV(0.2 is shorter than the
resulting sentence length in AraBERTV2, as shown in Table 6-4. More specifically, the
question length when using the AraBERTvV0.2, as in Table 6-4 Example 3, is shorter
than AraBERTV2, as in Table 6-4 Example 2. Thus, AraBERTv2 loses some words
during the pre-processing and tokenization process. Besides, words like “claai —
instruction” could reflect different meanings when using the AraBERTv2, where it
segments the word into “al=3 — education” “+<”, However, with AraBERTV0.2, it
remains the same.

Since AraBERTV0.2 performs slightly higher, it has been used to extract the contextual
feature representation of our dataset.

Table 6-3: Finetuning AraBERT with Tawasul dataset model

M Test Run ti
ax un time
Input Model Len Acc F1 (h: m: s)
(Y0) (o)
AraBERTV2 128 93.10 92.78 0:18: 52
Inquiry ||| question
AraBERTV0.2 128 93.90 93.65 0: 18:26
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Table 6-4: Difference between AraBERTv2 and AraBERTV(.2 preprocessing and tokenization

. Question . Example
Explanat
xplanation length Questions number
The questi01_1 before 1) 5 53l 5 asl ol J sl g ) lancall ilagles i g
pre-processing and 13 ¢ ey liaul: G v s 1
tokenization : ? Ehaa g el el
The question after 7'+~5' 9",JLA' 7'+d\' :'CJL‘*"' J"’d\' ,'“:’\+' ,'e.-!l‘i" ,'u%[’
AraBERTV2 pre- 28 DTS (U S A LW U S VA PT- B 5
processing and oy "éj.g_' St ) b g ,'G‘UJ%' ’vc_,\_,_v Jadd!
tokenization |]?v ’ud SRNCNE
The question after ’vuju ’IL;‘J‘)J]\! ,'d)eﬂb' ,",AN\' ’IO] Al ,'C_ﬂ ..3 - ’vu;j[v
AraBERTV02 pre- 19 ";;ﬂ'j##' 7' .- 5)' J’GAU-)T" ,'C_’\.AJSJ’ Q'J. n' "};‘);p.:##' 3

processing and
tokenization

V]?V ’vé##v ’VQS’_)I

6.4.2 SemEval Dataset

Two transfer learning approaches have been employed with the SemEval dataset. The
first is AraBERT finetuning, where we present the result of the proposed method (Tail-
256 and Tail-512) that was discussed previously in Subsection 5.4.1.2. The second
approach is AraBERT language model adaption, which completes the AraBERT
pretraining process using a medical domain corpus.

6.4.2.1 AraBERT Finetuning

Two tasks have been evaluated for finetuning the AraBERT with SemEval dataset;
those are: the question-answer raking and questions similarity task; these tasks have
been discussed in detail in Section 5.2. In Table 6-5, the question-answer raking and
questions similarity tasks are referred to as (Qtext and QA) and (Qtext and Q),
respectively. Two max sentence lengths have been tested, 512 and 256, where 512 is
the max sequence length that can be used with AraBERT. The sequence length 256
have been evaluated for disk limitation reason. As illustrated in Table 6-5, sequence
length 256 is competitive with sequence length 512. More specifically, for task Qtext
and QA, AraBERTV0.2 achieved competitive results with the proposed method Tail-
256 than Bert-512 and Tail-512. In the case of the development dataset, Tail-256
achieves a better result than Bert-512 and Tail-512.

Due to disk limitation, the feature matrix is stored in the Colab Pro disk since the result
of sequence lengths 512 and 256 are competitive. Thus, the experiment in Subsection
6.5.2 will use a max sequence length of 256.

For the sequence length 256, as shown in Table 6-5, AraBERTv2 and AraBERTv0.2
have a competitive result in both (Qtext and QA) and (Qtext and Q) tasks. However,
AraBERTVO0.2 achieves a slightly better result than AraBERTv2. The AraBERTv0.2
has achieved the best performance with method Tail-256 for the task Qtext and QA.
For that, the AraBERTv0.2 model has been used for the feature extraction contextual
feature representation with method Tail-256 for the experiments.
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Table 6-5: Finetuning AraBERT with SemEval dataset

Ma Dev Test 2016 Test 2017 Run time
X un ti
Input Model Len Acc F1 Acc F1 Acc F1 (h: m: s)
(%) (%) (%) (%) (%) (%) T
Bert- . 2g.
256 56.15 62.58 52.67 58.93 71.76 71.76 00: 38: 55
Tail- . a0-
256 56.72 63.51 52.92 59.65 71.45 71.73 00:40: 6
Arabertv2
Es,elr;- 57.38 64.09 54.45 61.19 71.40 71.30 00: 58: 14
Tail- . z7.
512 57.11 63.73 53.23 59.67 71.47 71.41 00: 53: 50
Qtext and
QA B
222- 56.80 63.40 54.06 60.63 72.35 72.50 00: 37: 53
Tail-
256 57.14 63.86 54.14 60.89 70.08 69.66 00: 34: 59
AraBERTv
0.2 B
;ir; 56.75 63.37 54.55 61.23 72.29 72.46 00: 51: 28
Tail- . g7,
512 56.91 63.60 54.68 61.43 72.56 72.93 00: 53: 48
Bert-
256 54.89 61.29 51.83 58.05 66.83 64.79 00: 38: 27
Tail- . 20-
256 55.31 61.78 53.02 59.66 66.59 64.59 00: 39: 24
Arabertv2
Es,elr;- 55.74 62.27 52.56 58.86 67.82 66.60 00:53: 6
Tail-
512 5591 62.60 53.55 60.25 68.17 67.12 00: 51: 36
Qtext and
Q Bert-
256 54.12 60.16 51.27 57.34 66.55 64.38 00: 38: 36
Tail-
256 55.00 61.52 52.22 58.77 67.28 66.24 00: 38: 25
AraBERTv
0.2 B
;ir; 55.87 62.47 53.30 59.92 68.14 67.37 00: 53: 23
Tail- . &4
512 55.81 62.41 53.96 60.80 67.51 66.00 00: 54: 2

6.4.2.2 AraBERT Language model adaption

Since the SemEval dataset is in the medical domain, in seek to achieve better
performance, AraBERT language model adaption pretraining has been applied using
the Arabic SemEval-2016 data dump (Nakov et al., 2016). The process of AraBERT
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language model adaption pretraining is completing the pretraining process using
domain corpus. The result of pretraining the AraBERTVO0.2 is illustrated in Table 6-6.

Table 6-6: AraBERTv0.2 Language model adaption

Acc Run time

Corpus Model Task (%) (h: m: s)
. Masked LM 72.39
Arabic SemEval-
2016 data dump AraBERTv(0.2 2:56: 14
(Nakov et al., 2016) Next Sentence 99.62
Prediction

After the AraBERT language model adaption pretraining approach, we finetune the
adapted AraBERT to test the effect of pretraining. As illustrated in Table 6-7, the
adaption approach affects the performance positively where it achieves 58.16, 54.56,
and 72.10 in accuracy with development, test 2016, test 2017, respectively. Thus, the
adapted AraBERTVO0.2 for the task (Qtext and QA) with Tail-256 have been used for
feature extraction for the model THT-BERT-BiLSTM.

Table 6-7: Finetuning the adapted language model AraBERT with SemEval dataset

Max Dev Test 2016 Test 2017 Run time

Input Model Len Acc F1 Acc F1 Acc F1 (h: m: 5)
(%) (%) (%) (%) (%) (%) T

Qteéfnd Agggg‘z‘é 5 Tzaslé 5816 | 6497 | 5456 | 6143 | 7210 | 7204 | 0:37:50

6.5 BILSTM with Different AraBERT Contextual Word
Representation

Three feature-based models were experimented with to demonstrate that AraBERT is
effective with the feature-based approach in a competitive way with the finetuning
approach. The models are HT-BERT-BiLSTM, THT-BERT-BiLSTM, and BERT-
BiLSTM. Where the first extract the contextual embedding from the finetuned
AraBERT that we did. The second extract the contextual embedding from the finetuned
adapted AraBERT that we did. The third model extracts the contextual embedding from
the pretrained AraBERT that is provided by (Antoun et al., 2020), which is trained on
general domain Arabic text without finetuning any parameter. For Tawasul and
SemEval datasets, different AraBERT versions have been used to extract the contextual
features. The version was chosen according to the performance of finetuning AraBERT
with the target datasets. With both Tawasul and SemEval datasets, AraBERTV0.2 is
used to extract the feature since it achieves better performance, as illustrated in
Subsection 6.4.1 and Subsection 6.4.2. The reasons can be found in Subsection 6.4.1.

6.5.1 Tawasul Dataset

In this subsection, AraBERTv0.2 was used to extract the contextual word
representation for the Tawasul dataset. The reason for selecting AraBERTV0.2 is
illustrated in Subsection 6.4.1, as mentioned earlier. The HT-BERT-BiLSTM extracts
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the contextual feature from the finetuned AraBERTv(.2. On the other hand, the BERT-
BiLSTM extracts the contextual feature without finetuning any parameter from the
pretrained AraBERTV0.2 that was released by (Antoun et al., 2020).

Table 6-8 shows the HT-BERT-BIiLSTM performs competitively with state-of-the-art
methods, as will be explained in the following. The HT-BERT-BiLSTM with the
feature extracted from Layer 12 and Layer 10 surpasses the performance of BERT-
BiLSTM. Besides, it surpasses the AraBERTv0.2, AraBERTv2, and baseline models
BiLSTM with AraVec, as illustrated in Table 6-9. This demonstrates that extracting the
contextual features from the finetuned AraBERT, like what was done in the HT-BERT-
BiLSTM, is more effective than finetuning AraBERT and extracting the feature from
pertained AraBERT model as what we did in BERT-BiLSTM.

For the contextual features, the last hidden layer, “Layer 12,” reflects the semantic
meaning better than the other extracted features for both HT-BERT-BiLSTM and
BERT-BIiLSTM. Thus, the last hidden Layer 12 surpasses the other feature extracted
from the same AraBERT model. However, the HT-BERT-BiLSTM with Layer 12
performs better than BERT-BiLSTM with Layer 12.

All the contextual features extracted from finetuned AraBERT “HT-BERT-BIiLSTM”
except Layer 0 achieve a better result than the BERT-BIiLSTM. All those extracted
features perform competitively except Layer 0, as shown in Figure 6-1. The best
performance achieved by HT-BERT-BiLSTM was at Layer 12, then Layer 10, then the
sum of all 12 layers with an F1 score of 95.14%, 94.80%, 94.76%, and accuracy score
0t 94.45%, 93.95%, 93.87%, respectively.

Table 6-8: Result of HT-BERT-BiLSTM and BERT-BiLSTM

Test

Run
Model Contextual Features Ace F1 MAP h’{‘lm’e
(%) (%) %) | ms)
Layer 0 54.40 43.98 88.14 1: 03: 11
Layer 12 94.45 95.14 99.96 1:17: 40
Layer 11 93.62 94.55 99.96 1: 12: 06
HT-BERT- Layer 10 93.95 94.80 99.96 1: 06: 47
BiLSTM
Layer 9 93.54 94.59 99.96 1: 07: 19
Sum of Layers 9, 10, 11, 12 93.43 93.43 99.96 1: 06: 39
Sum of all 12 layers 93.87 94.76 99.96 1: 07: 32
Layer 0 53.41 66.69 85.12 1:26: 19
BERT-
BiLSTM Layer 12 91.79 92.12 99.71 1:25:29
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Layer 11 90.90 92.27 99.84 1: 08: 21

Layer 10 89.15 91.03 99.83 1: 11: 50

Layer 9 86.16 88.93 99.78 1:11: 21

Sum of Layers 9, 10, 11, 12 90.68 91.31 99.76 1: 08: 59
Sum of all 12 layers 90.33 90.33 99.73 1: 11: 08

Figure 6-1: The HT-BERT-BiLSTM results with different contextual features extracted from Finetuned
AraBERT

% - E E
- Layer 12
80 1 —— layer 11
> - Layer 10
S —— Layer 9
g —— SUM9TO 12
- SUM1TO 12
60 ~— Layer 0
" —_/\—_’"_\/\
(') 2 4 6 8

epoch

Table 6-9: Comparing the best-proposed models with the baseline models Tawasul dataset

Modd o | o | ow
HT-BERT-BiLSTM with Layer 12 94.45 95.14 99.96
BERT-BiLSTM with Layer 12 91.79 92.12 99.71
HT-BERT-BiGRU with Layer 12 94.07 92.66 99.95
AraBERTV2 93.10 92.78 _
AraBERTV0.2 93.90 93.65 o
BiLSTM with AraVec Wikipedia SkipGram 51.26 45.16 87.25
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6.5.2 SemEval Dataset

In this subsection, the question-answer raking task, which is referred to as (Qtext and
QA) has been evaluated with the Tail-256 method explained in Subsection 5.4.1.2.
Besides, AraBERTV0.2 was used to extract the contextual word representation for the
SemEval dataset. The reason for selecting AraBERTv0.2 with the Qtext task and QA
and Tail-256 method is that it performed better, as illustrated in Subsection 6.4.2.1.

The THT-BERT-BiLSTM model extracts the contextual feature from the finetuned
adapted AraBERTVO0.2 as illustrated in Subsection 6.4.2.2. The HT-BERT-BiLSTM
and BERT-BiLSTM, and BERT-BiLSTM were explained previously.

Table 6-10 shows that the THT-BERT-BiLSTM performs better than the HT-BERT-
BiLSTM and BERT-BiLSTM. All the contextual features extracted from finetuned
adapted AraBERT “THT-BERT-BIiLSTM” except Layer 0 achieve a better result than
the HT-BERT-BIiLSTM and BERT-BiLSTM in terms of accuracy and F1 score.
Specifically, the THT-BERT-BiLSTM with the feature extracted from Layer 12 and
Layer 11 surpasses the performance of both HT-BERT-BiLSTM and BERT-BiLSTM
in terms of accuracy and F1 score. The best performance achieved by THT-BERT-
BiLSTM is with features extracted from layer 12 with an F1 score of 48.59%, 45.38%,
72.26%, and an accuracy score of 60.10%, 56.75%, 72.87%, with development, test
2016, test 2017 dataset, respectively.

For the contextual features, the last hidden layer, “Layer 12,” reflects the semantic
meaning better than the other extracted features for both THT-BERT-BiLSTM and HT-
BERT-BiLSTM. Thus, the last hidden layer, Layer 12, surpasses the other feature
extracted from the same AraBERT model. On the other hand, BERT-BiLSTM layer 12
achieved the worst result compared to the other layers in terms of accuracy and F1
score. This may be due to AraBERT being pretrained on general domain Arabic text
without finetuning any parameter. This implies that finetuning affects the feature
extracted from layer 12 positively.

As discussed in 6.2, MAP only calculates the precision of similar candidate questions,
where with the irrelevant candidate questions, the precision is set to zero. Thus, MAP
depicts the model performance for only similar candidate questions. In terms of MAP
metric, layer O surpasses other layers for all THT-BERT-BiLSTM, HT-BERT-
BiLSTM, and BERT-BIiLSTM. Besides, all layers and all models performed
competitively in terms of MAP metric. However, in general, THT-BERT-BiLSTM
with Layer 12 achieves the best performance.

Table 6-10: Result of THT-BERT-BiLSTM, HT-BERT-BiLSTM, and BERT-BiLSTM

Dev Test 2016 Test 2017
Run Time
Model Features | oo | F1 | MAP| Ace | F1 | MAP| Acc | F1 | MAP | (h:m:s)
(%) | (%) | (%) | (%) | () | (%) | %) | (%) | (%)
THT. Layer 0 21.06 | 34.17 | 8497 | 1996 | 3239 | 82.69 | 39.72 | 5627 | 79.80 | 3:41:28
BERT-
BiLSTM Layer 12 60.10 | 4859 | 7925 | 5675 | 4538 | 79.71 | 72.87 | 7226 | 7757 | 3:57:59
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Layer 11 5545 | 46.62 | 8123 | 5236 | 43.70 | 80.61 | 7055 | 7126 | 7824 | 3:54:31

Layer 10 5268 | 4523 | 81.48 | 50.03 | 42.80 | 8125 | 68.83 | 7021 | 7831 | 2:37:46

Layer 9 5238 | 45.07 | 8229 | 5029 | 42.66 | 80.77 | 69.71 | 70.68 | 78.18 | 3:53:22

S‘m} (‘)’flLlayleer % | 5732 | 4738 | 8027 | 5410 | 4441 | 8042 | 7195 | 7196 | 7795 | 3:33:38

Sum of all 12 ]

layers 57.66 | 47.32 | 7950 | 54.50 | 44.52 | 80.09 | 71.13 | 7143 | 77.88 | 3:38:55

Layer 0 20.57 | 3409 | 8559 | 1921 | 3223 | 8279 | 3923 | 5634 | 80.39 | 2:29:32

Layer 12 5261 | 4530 | 8138 | 50.08 | 42.84 | 8120 | 6733 | 6928 | 7839 | 2:29:46

Layer 11 51.07 | 44.56 | 81.90 | 4876 | 4222 | 8139 | 6621 | 68.60 | 7830 | 3:40:49

HT- Layer 10 4923 | 4381 | 81.68 | 47.83 | 41.78 | 81.02 | 66.73 | 68.97 | 78.54 | 3:41:25
BERT-
BiLSTM

Layer 9 5178 | 44.62 | 81.00 | 49.65 | 42.40 | 8091 | 68.10 | 70.53 | 7821 | 2:34:28

S‘m} (‘)’flLlayleer % | 4970 | 4403 | 8215 | 4735 | 4167 | 8124 | 66.01 | 68.63 | 7853 | 2:21:59

Sum of all 12 .

layers 48.64 | 43.63 | 8277 | 4643 | 4130 | 8148 | 65.08 | 6827 | 7891 | 3:29:09

Layer 0 2065 | 34.10 | 8558 | 1931 | 3222 | 8270 | 39.22 | 5634 | 80.40 | 3:44:42

Layer 12 20.54 | 3408 | 8559 | 1921 | 3223 | 82.80 | 39.22 | 5634 | 80.40 | 3:41:31

Layer 11 3219 | 3722 | 8426 | 3091 | 35.11 | 8121 | 52.94 | 61.74 | 79.08 | 3:46:48

BERT Layer 10 3572 | 3871 | 8430 | 3630 | 37.45 | 81.97 | 5859 | 6491 | 7926 | 3:53:51
BiLSTM

Layer 9 3624 | 3892 | 83.72 | 37.07 | 37.61 | 81.90 | 61.53 | 66.17 | 7890 | 2:30:15

S‘m} (‘)’flLlaﬁezrs %1 2361 | 3493 | 8511 | 2001 | 3325 | 8279 | 4190 | 57.26 | 80.00 | 3:30:37

S“‘Tlla‘;fei‘;l 1201 9148 | 3435 | 8559 | 2050 | 3254 | 8257 | 4110 | 57.07 | 8021 | 3:29:41

THT-BERT-BiLSTM with Layer 12 surpasses the AraBERTv0.2, AraBERTv2, and
the baseline model BiILSTM with AraVec in terms of accuracy, as illustrated in Table
6-11. This demonstrates that extracting the contextual features from the adapted
finetuned AraBERT is effective more than AraBERT finetuning, extracting the features
from the finetuned AraBERT or pertained AraBERT models. More specifically, the
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THT-BERT-BiLSTM perform better than AraBERT finetuning, THT-BERT-BiLSTM,

and BERT-BiLSTM.

Thus, THT-BERT-BiLSTM performed competitively with state-of-the-art methods, as
will be explained in the following. The proposed model has surpassed all models in the
literature, as shown in Table 6-11. The HT-BERT-BiLSTM with Layer 0 surpasses the
SVM with LEX+WTMF (Almarwani and Diab, 2017) by almost 39% and 19% MAP
scores in development and test 2017, respectively. Besides, the THT-BERT-BiLSTM
with Layer 12 surpasses the DNN (O. Einea and A. Elnagar, 2019) by almost 3% in

accuracy with test 2017.

Table 6-11: Comparing the best-proposed models with the baseline models SemEval dataset

Dev Test 2016 Test 2017
Model Acc F1 MAP | Acc F1 MAP | Acc F1 MAP
(%) | (%) | (%) | (%) | (%) | (%) | (%) | (%) | (%)
THT-BERT-BiLSTM with Layer 12 | 60.10 | 48.59 | 79.25 | 56.75 | 45.38 | 79.71 | 72.87 | 7226 | 77.57
THT-BERT-BiLSTM with Layer 11 | 55.45 | 46.62 | 81.23 | 52.36 | 43.70 | 80.61 | 70.55 | 71.26 | 78.24
HT-BERT-BiLSTM with Layer 0 20.57 | 34.09 | 85.59 | 19.21 | 32.23 | 82.79 | 39.23 | 56.34 | 80.39
THT-BERT-BiGRU with Layer 12 | 49.46 | 44.03 | 78.54 | 47.04 | 41.46 | 81.27 | 66.09 | 68.84 | 78.54
AraBERTV2 56.72 | 63.51 o 52.92 | 59.65 o 71.45 | 71.73 o
AraBERTV0.2 57.14 | 63.86 o 54.14 | 60.89 o 70.08 | 69.66 o
AraVec Twitter SkipGram BiLSTM | 36.99 | 33.93 | 73.56 | 37.25 | 33.11 | 71.66 | 47.84 | 51.25 | 69.46
Ensemble-Tuned (Almiman et al.,
2020) o o o o o o o o 62.80
LSA + CoreNLP (Adlouni et al., 6234 | 0909 | 61.66
2019) — — — — — —
BiGRU-intersection (Adlouni et al., 5007 | 5852 | 56.93
2019) — — — — — —
DNN (O. Einea and A. Elnagar,
2019) o o o o o o 69.10 o o
BOV (Mohtarami et al., 2016) o o o o 41.55 | 4583
SVM with SST (Barrén-Cedefio et
al., 2016)
o o o 62.10 | 39.58 | 4550 o o o
*Trained on union of train and Dev
dataset
Unsupervised (Magooda et al., 2016;
Nakov et al., 2016) o o 4480 | 19.24 | 32.27 | 43.80 o o o
Avrage Word2vec (Malhas et al.,
2016) o o o L 32.59 | 38.63 o o o
Linear-kernel SVM on Word2vec 44.94 40.73
and sims (Romeo et al., 2019) — — ’ — — — — —
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Tree-kernel SVM on Farasa Parse 253 40.87
trees (Romeo et al., 2019) ’ — —
SVM with LEX+WTMF
(Almarwani and Diab, 2017) 4573 — — 61.16
LDA+ LSI (El Adlouni et al., 2017) o o 4341 | 57.73
SVM (Torki et al., 2017) 5222 | 56.69
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CHAPTER SEVEN: CONCLUSION AND
FUTURE SCOPE
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7.1 Introduction

This chapter concludes the thesis, beginning by drawing the future direction in the field.
This is followed by presenting the challenges faced while writing the thesis with their
reflection and solution. Finally, conclude the chapter by presenting a summary of the
thesis.

7.2 Future Scope

The limitations in our work could be starting points for future research. The limitations
and future directions are stated in the following: Firstly, in this thesis, we used two
datasets to evaluate performance for two tasks. More experimental validation would
add robustness to the conclusions of this work. Besides, evaluating the proposed models
with other NLP tasks such as sentiment analysis, named entity, reading machine
comprehension, and others. Second, evaluating the effect of using GPT-2 to extract the
contextual feature word embedding and feed it to a neural network. Third, Pretraining
the AraBERT or the GPT-2 with a huge specific domain corpus, such as the medical
domain. Fourth, the Tawasul dataset can be used as a benchmark in the question
similarity field to measure the performance of models. Finally, the Tawasul dataset has
some features that can be used for other tasks, such as question generation tasks or
question classification tasks.

7.3 Challenge

No.

Throughout our study and writing the thesis, some challenges were encountered; Table
7-1 below lists the summary of the challenge:

Table 7-1: study challenges

Challenge Description Reflection
Only two datasets have been found to
handle the Arabic question similarity
problem. The first dataset is SemEval
dataset, which has been evaluated in
this thesis. However, SemEval dataset | Thus, we have contributed in the
contains less than 2,000 similar | area by acquisition, curation, and
Lack of Arabic data questions (direct related) as depicted | annotation of Tawasul dataset as

Tawasul Data acquisition

in Section 4.5. The second dataset
NSURL-2019 (Seelawi et al., 2019)
which only contain 15K example
which split into 11K for training and
3K for testing. Thus, this dataset has
been excluded.

The Tawasul data acquisition process
has been taken almost one year, which
affects the progress of this thesis.
Detail of the acquisition process is
illustrated in Subsection 4.2.2.
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depicted in sections 4.2, 4.3, and
4.4, respectively.

This affects the progress of thesis
since the type of task that can be
handled by the dataset is unknown.
This affect SLR, model design, and
model implementation. To
overcome this, the SemEval dataset
was used as a benchmark.



3

Design and implement
without Tawasul target
dataset

Tawasul dataset doesn’t

have an irrelevant
example

Tawasul dataset has
issues

memory usage limitation

Each type of question answering task
has different types of models. For
example, answer generation task uses
encoder decoder model, like
transformer, GPT, or sequence to
sequence neural network (many to
many). However, for question
similarity task, BERT, and many to
one neural network is suitable.

To train a machine learning algorithm
on a  question/question-answer
similarity task, we need an irrelevant
example for the trained model to
distinguish between a similar question
and an irrelevant question.

Where we consider every cell as one
question and the dataset have issues
where some cells contain multiple
similar questions, instead of one
question. This affects the model
learning in a negative way.

More specifically, the cells are of three
cases, those are:

o Cells with multiple similar
questions, it has more than one
similar  question, and each
question has a question mark.

o Cells with one question and
multiple question marks.

o Cells with multiple similar
question that only have one
question mark

Colab Pro offers limited RAM which
is up to 25 GB. While we use huge
input matrix up to (43,533 x 786 x
256) in size that cannot fit in the
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Notwithstanding, several QA tasks
have been investigated, including
answer generation and answer
selection. The SLR was including a
summary of more than 200 papers
which allow us to explore the state-
of-the-art performance.

This affects the progress of model
design and implementation because
type of task that can be handled by
the dataset is unknown.

This affects the model training since
the model needs to learn to
distinguish between a similar
question and an irrelevant question.
Thus, in Section 4.4 we have
proposed a rule-based approach to
create the irrelevant question. For
example, the inquiry asked by user
is “Bagmm paldll S iy sl
flaall  Gw aillay”  the similar
question is “f 3 S =al p» sl and
an irrelevant question that created
by rule-based approach is “ 4l ale
$hesSa daala (A dih 5 o apamil)”,

The dataset has been curated to split
questions into multiple cells as
discussed in Section 4.3.

we used HD5 format to store the
input feature in disk instated of
memory. This has been explained in



TensorFlow does
support HD5 format

Colab Pro limitation

GCP  Overwrite
9

documents
10 Lack of resources

7.4 Conclusion

not

the

memory as NumPy array or tensor.
The tensor and array both stored the
input feature in the RAM which causes
out of memory problem when running
the neural network. This Affects the
progress of model running and
evaluation.

HDS5 file format is not supported as
input for TensorFlow neural network.
This asffects the progress of model
running and evaluation.

Colab pro restricted the access
temporarily to hardware acceleration
such as TPU and GPU for users that
either has long-running computations
or users who use more recourses of
Colab pro. Besides, Colab Pro only
allows for almost 3 notebooks at a time
to use GPU or TPU.

GCP overwrites the document if they
have the same name. For example,
when extracting a feature, we extract 1
to 12 layers which run up to 10 hours
naming the file “ltol2.jsonl”. Then
extracting 1 to 4 layers without
changing the name “ltol2.jsonl”,
cause losing the file that contains a
feature for 1 to 12 layers that run for
up to 10 hours. This cause repeating
the feature extraction which is time
wasting.

We did not find recourses to explain
how to extract finetuned BERT
embedding. Besides, no code resource
that clarifies how to use BERT word
embedding with neural network. This
affects the progress of model
development and implementation.

5.3.

the IODataset was used, which is an
API class of TensorFlow I/O that
provides collections of files system
and format that are not supported by
TensorFlow. More details are
discussed in Subsection 5.4.2.

The restriction is removed after
almost more than 48 hours. This
issue happens when continuously
running multiple notebooks in
parallel or when running notebook
for a long time.

Beginning with extracting smaller
file help with avoiding losing the
large file. Besides, defining a
section for each feature organizes
the process of feature extraction.

During the feature extraction
process from the pretrained
AraBERT, we notice that the input
are vocab, config, and checkpoint of
the pretrained AraBERT. Thus, we
experiment using the vocab, config,
and checkpoint of the finetuned
model. The performance surpassed
the pretrained model.

This thesis contributed to the field of Arabic question similarity by proposing, curating,
annotating, and exercising an Arabic question dataset, Tawasul. Furthermore, we
exhibited novel methods and state-of-the-art deep learning models for a real-world
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question similarity task and ranking question-answer pairs tasks and where the
proposed models have achieved significant performance gains.

Chapter Three presented a systematic review to investigate and classify the state-of-
the-art deep learning methods used to handle question similarity task and question-
answer ranking task, reviewing 58 papers. The study reflects that several models are
based on attention mechanism, in specific 26 studies out of 58. The RNN models have
been implemented in 44 studies, where the most used model is LSTM and BiLSTM
they were 39 out of 44. The BERT has been employed in nine studies. Furthermore,
four studies handle Arabic language question similarity tasks using deep learning, and
four studies handle Arabic language ranking question-answer pairs task deep learning.
The models that obtained the highest performance have employed either RNN, BERT,
or attention mechanism as discussed in Subsections 3.3.1.5 and 3.3.2.5.

Chapter Four presents our target dataset, Tawasul and SemEval. The Tawasul dataset
acquisition process has almost taken one year. The Tawasul dataset was manually
annotated by language experts to write similar questions “from 5 to 10 questions” with
each inquiry asked by the user. Besides, they generate the appropriate keywords for
each inquiry. Moreover, the Tawasul dataset has been curated to solve several issues.
First, remove the empty cells. Second, identify cells with one question and multiple
question marks and remove these multiple question marks. Third, splitting multiple
similar questions in one cell into separate cells. This process has increased the dataset
by almost 1,000 entries and increased the number of similar candidates’ questions
examples up to fourteen. Afterward, we apply the proposed rule-based approach to
automatically annotate the Tawasul dataset to search for suitable irrelevant example.
This method has increased the dataset by 21K entries.

Chapter Five defined the tasks evaluated in this thesis, the questions similarity task,
and ranking question-answer pairs. We present our models' architecture which contains
five layers those are input layer, BILSTM, Global max pooling, dropout layer, and
output dense layer. We proposed three models, the THT-BERT-BiLSTM, HT-BERT-
BiLSTM, and BERT-BiLSTM. The difference between these models is the feature
extraction process where THT-BERT-BiLSTM extract feature from finetuned adapted
AraBERT, HT-BERT-BiLSTM extract feature from finetuned AraBERT, and BERT-
BiLSTM extract feature from pretrained AraBERT. For the SemEval dataset, to handle
long sentences, we proposed the Tail-256 and Tail-512 methods. The THT-BERT-
BiLSTM was proposed to adapt to the model in the medical domain. Thus, it has only
been evaluated for the SemEval dataset.

In Chapter Six, the proposed models have surpassed the performance of the state-of-
the-art model for the Tawasul dataset and SemEval dataset. For the Tawasul dataset,
the HT-BERT-BiLSTM with the feature of Layer 12 reaches an accuracy of 94.45%,
where AraBERTV2 and AraBERTVO0.2 achieve 93.10% and 93.90 %, respectively. For
the SemEval dataset, the THT-BERT-BiLSTM with the feature of Layer 12 reaches an
accuracy of 72.87%, where AraBERTV0.2 reaches 70.08% in test 2017 dataset.
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Appendix A : Tawasul Dataset Examples

This appendix presents various samples of the Tawasul dataset. Table A-1 illustrates
an example from the dataset with manual annotation. Furthermore, Table A-2 presented
a sample of candidate relevant questions after the data curation process after adding a
label column equal to relevant (1) and ID. Moreover, the dataset after adding the
irrelevant candidate question is presented in Table A-3.

Table A-1: Examples (4, B) from a dataset with manual annotation

4)
Row Column
) a2l (5 giue Category 1
PENIENIRURELTY Category 2
lifiay g Slidis 5 eali Category 3
Laa il Glaalaldl Category 4
TP CUEUNRITEDA WSS PO NRURE E A IR T e
o - - 1S, - g - ke oo
shanill 5l paall g Hlad) A %80 ce JBY Ax e J gpasl) Answer
009 NS Al ye laiySU Badsal) Al (G Ql
Sl e @ slhal Jaedll o Q2
Cxlaa jual Gliie 4 glaal) 4l & L Q3
Gaaa G 5S) ldie Ba3as A cllia Ja Q4
A sllaall Al oS s g ) SIS Cuaian Hpual () Q5
o1l Ay S g sl Al i 5 Q6
0o 325 Sl Al e et G sllaall Janall (i Q7
(B)
Row Column
) a2l (5 giue Category 1
PENIENIRURELTY Category 2
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Aoa Al aaleall g Cilealall Category 3
aHlad) aalal) Category 4
1l 8 i ) AU ALl () 3 il alel) s 3al) 5 51 s lae oale 1‘;‘;“% asked
e - Gl o Bl B - i Keywords
S 1l 8 A3 pmaad) LD Al (gal saminall Tyadeill il sall 5 Aal) 2alaa 2 jaal
il e e g LY Answer
http://ie.moe.gov.sa/ar/Pages/Language institutes recommended.aspx
1l 8 20 ymaad) G ALl ol Bacinall Apasbaill o pall 5 Aall) alas i 5 Q1
12 il 85505 511y Baainall 2alaall Gy () Q2
12yl 8 Bainall dparlaill Cilisws sall oAl Q3
ol yf 8 ARl salae Jucabl (3 Q4
il il 8 A A ialall (e Bainall dalaall Cayel Qs
il oyl 8 ARl Al )l daieall dgaall i Q6
s il 130 3380 ey o1
Table A-2: Sample of the dataset after adding a label and ID
Content Column
name
2036 D
el aidadl) (5 gia Category 1
PENSIEN | GHPAY Category 2
Aoa Al aleall g Cilealall Category 3
Laa il Glaalaldl Category 4
$ el ol 53l psle Jlon (8 R0l B 8ol laall G lasiay) | (AN BSE
-G - de ] ) - agle - GV - Glaals - Jlae - Gladl - adia - aals - Cany - Silady Inquires
sLall keywords
Lo )30 bl 5Bl e o 8 Bl el 5asindll dxela 50 Jud 5 Rl | ppce

S Ll 38 e e g 3UY) i€y
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https://goo.gl/ShBMRb

$aae ) )l aslall 53kl asle Juae 8 Ay Bl 3 jadiall Claalall i Q1
dae ) )3l aslall s slall o gle e 8 Zaaally a5 jaaie Arals Juadl i e Q2
Aaala Juadl g dge ) 3 aslall s Blall o le aanadd o &ally 3adll Q3
Aaala Juadl g dge ] 30 aslall s Blall o sle aanad o & lly 3adll Q4
Bae ) )l aslall g 3ball asle Jlaa (85 ) )5l o Badinall Cilaaladl (i) Q5
goalL Al )3l aslall g sball asle d dadla 50 Juadl (i Q6
postallsiball asle (anadi 551 )l Lhadie) I Claaladl i el (o) 5 Aanally aily

" ) Bl “ v

1 Label

Table A-3: Sample of the dataset after adding irrelevant candidate question example for Inquiry in

Table A-2
Row Column
2036 ID
el aidedl) (5 giua Category 1
PENSIEN | GHEA Category 2
doa Al aleall g Cilealall Category 3
Laa il Glaalaldl Category 4
€ )3l asbel) 5 sl asle Jlae (3 Al Al 5 jaaial) cladlall e L) I‘L‘;"i}z i‘lss‘;id
-G - de ] ) - agle - GalY) - Glaals - Jlae - Gladl - adia - aalas - Cany - Silady Inquires
sLall keywords
axd Answer
951 55Sall 5 inalall Als jal cpamaladl ol jaal) jLad) ol Cany Ja Q1
ol iSall 5 inealall s jal cpmalall el pasl) GLaa) elal o gllaa Ja Q2
ol ) giSall g yrivalall Cpimaladl ails yall il jasl) HLas) ela) Ggllae 8 Ja Q3
ol ) iSall 5 finalall s pe Slillaie e a0 Ja Q4
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Gl aall sl o) giall 5 riuealall clllate s Ja Q5

Q\)ﬂhk)ﬂﬁ&j%h&\@‘ Q6
Q\Jﬂ@lﬁjﬂﬁdﬁb\)}ﬁédﬁ\@\ Q7
0 Label
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Appendix B : Study Configuration in Python

In this appendix, we present Python Libraries and functions with their usage that were
employed throughout the implementation of this thesis. Those are demonstrated in

Table B-1.

Table B-1: Python Libraries functions and usage

Library

Function

use

google.colab

drive.mount

Mounting Google Drive folder locally into Colab

auth.
authenticate user

Authenticate a user account

Authorizes user account to access into Google

model selection

train test split

1 init
gcloud ot Cloud Platform and SDK tools
. Move file from GCP storage bucket into Colab and
gsutil --m Cp -r
reverses
sklearn. Split the dataset into two datasets: train dataset and

test dataset

pandas

pd.read excel

Read excel file into DataFrame

pd.read csv

Read csv file into DataFrame

DataFrame.to csv

Write DataFrame into csv file

pd.DataFrame

Two-dimensional data structure

DataFrame.shape

Return shape of the DataFrame

DataFrame.count

Return count of the none empty cell in each row or
column

DataFrame.
value counts

Return series of unique value count in rows

DataFrame.loc

Retrieve collection of rows or columns by array or
label

DataFrame.columns

Retrieve names of DataFrame columns

xml.etree.

ET.parse (file name)
.getroot ()

Read the XML data

Element.findall (“tag”)

Retrieve the direct children’s elements with tag

Element.find (“tag”)

Retrieve the first child with the given tag

ElementTree
Element.text Retrieve the elements text
Element.get (“tag”) Retrieve the elements attribute
re re.sub Return string after replacing given pattern with the

given replacement
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re.split

Split a string by the occurrence of given pattern

re.findall

Return all the given pattern in a string as a list

pyarabic.araby

strip tashkeel

Strip diacritics from given Arabic string

pyarabic.araby

strip tatweel

Strip elongation marks from given Arabic string

arabert.preprocess

ArabertPreprocessor
(model name)
.preprocess

Applying Farasa Segmentation to the given text

transformers

AutoTokenizer.
from pretrained
(model name) .
.tokenize

Tokenize words from a pretrained model
vocabulary

AutoModel.
from pretrained()

Loading the pretrained model weights
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